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Nonlinearity Correction Techniques for High Speed,
High Resolution A/D Conversion

Terry L. Sculley, Member, IEEE and Martin A. Brooke, Member, IEEE

Abstract—In general, low resolution circuitry can be designed
with higher speed performance than high resolution circuitry.
Most high resolution A/D converter architectures require a high
resolution component, such as a S/H or integrator, in their design
and are often limited by the speed of this component. This paper
discusses several techniques for achieving high resolution A/D
conversion by calibrating nonlinear circuitry with highly accurate
reference circuitry without conversion speed being limited by
the calibration circuitry. The analysis of a sample converter
with various nonidealities is presented, along with supporting
simulation results for a similar architecture.

I. INTRODUCTION

VER THE YEARS, a wide variety of A/D converter

architectures have been used to exploit the strengths of
a particular technology and to address the requirements of
specific applications. As a converter topology was pushed to
the limits of its achievable performance, new techniques were
often developed to overcome those limitations and extend per-
formance to even higher levels. In the case of high resolution
converters, monolithic successive-approximation architectures
were limited in resolution due to mismatch between devices
on chip, but the application of self-calibration techniques
extended their resolution [1], [2]. Similarly, the use of noise-
shaping topologies in monolithic converter designs pushed
resolution to even higher levels by overcoming both noise and
mismatch limitations [3]-[5].

Unfortunately, the speed performance of virtually all high
resolution A/D architectures is still limited by highly accurate
but slower components, such as a highly linear sample-
and-hold (S/H) or integrator, embedded in the converter’s
critical timing path. This is especially true in the case of
current-mode converters, where highly linear current S/H’s
are difficult to implement. Often a higher speed circuit can
be designed at lower resolution, but most A/D architectures
cannot tolerate this reduced resolution performance. Thus,
speed improvements in high resolution A/D’s have often come
through the design of faster components that still maintain the
needed high accuracy [6]. ’

Another approach to improving conversion speed is to mod-
ify the converter architecture to remove the highly accurate
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components from the critical timing path. Then the A/D’s
speed is determined by lower resolution circuitry, which can
be designed with higher speed much more easily. Since the
speed of the highly accurate circuitry is no longer as critical,
the design of these components can focus instead on achieving
higher accuracy and possibly increasing A/D resolution even
further. In addition, the ability to use a faster but possibly
nonlinear S/H could increase the achievable analog input
bandwidth of the converter at the same time [7]-[9].

This paper focuses on techniques for overcoming nonlinear-
ity in the various components (S/H, residue amplifiers, D/A’s)
in the critical timing path of an A/D converter. Section II
discusses performing a full mapping over the S/H output, while
Section III shows the use of piecewise-linear approximations.
In Section IV, the operation of a sample A/D converter is
explained, and analytical results are presented, with the effects
of various nonidealities included. Simulation results for a
similar converter architecture are shown in Section V, some
implementation considerations in Section VI, and conclusions
in Section VIL

II. A/D MAPPING

The most obvious approach to overcoming circuit nonlin-
earities would be to use modified self-calibration techniques to
correct or linearize the transfer characteristic of a high speed
nonlinear A/D converter. A simple successive approximation
A/D converter architecture that embodies this idea is shown in
Fig. 1. The RAM stores corrections to the normal successive
approximation codes to correct for nonlinearity, and the main
D/A translates those codes to a corrected analog output signal
for comparison. Although a highly accurate D/A converter is
still required for calibration, it is taken out of the critical
timing path of the converter, enabling the D/A to operate
at low speed without limiting the overall A/D conversion
speed. The circuitry remaining in the main loop now has
reduced precision requirements, making high speed operation
easier to obtain. The primary remaining restriction on the
S/H is that it must have a repeatable, monotonic transfer
function, but high linearity is not required. The main D/A
must have a large number of input bits (>N), but it does
not require the corresponding high level of linearity in its
transfer characteristic. Its main requirement is that it have
sufficiently fine adjustability over the S/H output range, which
is easily accomplished by using redundancy in its design
without requiring high circuit precision [10].

The memory requirements for this converter architecture are
approximately N2 bits, with some extra memory necessary
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Fig. 1. Successive-approximation A/D converter using nonlinearity correc-
tion.

to ensure adequate adjustability in the main D/A. Therefore, a
16 b A/D converter would require over 1 Mb of RAM. This
large memory requirement makes this conversion technique
impractical for a high resolution monolithic IC implementa-
tion. While this technique could also be applied in a parallel
or combination serial/paralle]l converter architecture, the digital
memory needed remains the same.

By modifying the converter architecture of Fig. 1 to utilize
the existing linearity of the S/H and main D/A, the amount
of memory needed can be reduced. This is implemented by
digitally summing the ideal main D/A input code with a stored
correction value to get the final main D/A input code. Although
the memory required drops as the S/H and main D/A linearities
increase, one or more correction bits are still required for each
of the A/D’s 2V output codes. Thus, this technique remains
impractical for a high resolution monolithic implementation.

III. PIECEWISE-LINEAR APPROXIMATION

In the previous section, the techniques discussed overcome
A/D nonlinearity using a point-by-point mapping from digital
memory to every decision point between quantization levels.
However, there is a useful characteristic of most S/H’s and
residue amplifiers that can be exploited to reduce memory
size even further. The transfer curves of most of these com-
ponents are smooth, with only slowly varying nonlinearities.
Performing a piecewise-linear (PWL) approximation to the
transfer curve, instead of a full mapping, can greatly reduce
the number of bits that must be stored. In an A/D converter,
this involves matching the linear output characteristic of a D/A
converter to the amplifier output curve over a small range of
the output. The length of the PWL segments is determined by
the amplifier nonlinearity and by the D/A output nonlinearity.
These constraints are illustrated in Fig. 2, in which a plot
of S/H output versus analog input X, is superimposed on a
plot of D/A output versus digital input. The transition point
between digital codes occurs when the D/A output equals the
S/H or amplifier output, so to achieve N bit linearity for the
converter the transition points must not deviate from the ideal
by more than 1/2 LSB. If the amplifier output curves too much
or the D/A output is too nonlinear, the deviation can exceed
1/2 LSB, meaning that the PWL segments must be shortened
until the deviation is acceptable.
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Fig. 2. Relation of D/A output to switching point of converter.

In order to match a D/A output characteristic to a S/H
or residue amplifier output segment, the D/A output must
be adjusted to start at the appropriate value (i.e., have the
correct offset) and to have the proper slope. The offset is easily
adjusted either by adding the output of an offset D/A to the
main D/A output or by adding a digital offset code to the main
D/A input code. Digitally adding an offset code constrains the
main D/A output characteristic to be linear or have smooth
nonlinearities over the entire S/H or amplifier output range,
while adding an analog offset only constrains the main D/A to
be linear over one short segment. For this reason, adding the
analog offset is the preferred method.

Adjustment of the slope of the D/A output characteristic
requires multiplication of the D/A output by a correction
factor corresponding to the appropriate PWL segment. This
multiplication can be performed in either an analog or a
digital fashion. The analog solution adjusts the reference of a
multiplying D/A (MD/A) converter in order to scale the output
signal independent of the digital input code. Digital slope
correction can be performed either before or after conversion
of the lower bits. In the former case, the lower bits of the D/A
input code are multiplied by a digital correction factor before
being applied to the D/A, while in the latter case the lower
bits of the A/D output are digitally scaled after conversion.

Block diagram implementations of these approaches to slope
correction are shown in Fig. 3. The analog approach of Fig.
3(a) uses an extra D/A to adjust the MD/A reference, enabling
the use of digital memory and calibration for robustness. The
digital correction depicted in Fig. 3(b) was proposed in [11] for
application to a successive approximation A/D converter. In
that case, the digital multiplier could be implemented serially
without significant speed penalty due to the nature of the
converter’s binary search operation. In more parallel designs,
however, this technique becomes impractical in its present
form. For those cases, the digital approach of Fig. 3(c) is more
attractive, although a digital multiplier with high throughput
rate is still necessary to avoid limiting conversion speed.

A brute force method of PWL correction would be to
use a digital postprocessor after a nonlinear A/D converter.
However, in order to ensure the desired linearity, more bits
must be converted by the original nonlinear converter than
are needed. In addition, the original converter must also
have a smoothly varying transfer characteristic between PWL
segments, with abrupt nonlinearities constrained only to the
endpoints of the segments. These characteristics, along with
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Fig. 3. (a) Analog slope adjustment of D/A output. (b) Digital slope
adjustment of D/A output. (c) Digital slope adjustment of A/D output.

the still present need for a high speed digital multiplier, make
this method unattractive in many situations.

Although these calibration techniques manage to overcome
static nonlinearities in various A/D components, they do not
address dynamic nonlinearities due to the speed of the input
applied and to incomplete settling. However, now that high
static linearity is no longer necessary for these components,
their design can instead focus on increasing their speed per-
formance. Then dynamic nonlinearities will become significant
at higher speeds than before, thus improving converter speed
performance.

Even by using high speed, low precision components in
many parts of a converter, a 16 b converter with the same
speed as the fastest 8 b converter is still not possible. The
low precision circuitry in the design must still settle to the
same nonideal performance to within 16 b levels, requiring
longer settling times than if in an 8 b converter. Because of
this, higher speed will not be possible for all low precision
components. For example, a D/A that may now have large
nonlinearity may be easier to design than a highly linear
version, but the time required for precise settling will be
comparable. However, a significant speed improvement can be
realized in components such as the S/H or residue amplifier. In
these designs, high linearity specifications generally require the
use of feedback circuitry, which often must be compensated
to ensure stability. When these linearity specifications are
reduced enough, an open loop design can be used instead,
yielding higher speed operation and settling.

An example A/D converter architecture using analog offset
and slope adjustment is shown in Fig. 4. Although a parallel
or pipelined architecture would have higher conversion speed
potential, a successive approximation architecture was chosen
for its simplicity. The potential for an increased analog input
bandwidth would be the same for all the converters, due to
their ability to use a higher speed, nonlinear S/H. The memory
requirements of this architecture depend on both the number
of bits to be converted and the accuracy or linearity of the
D/A’s and S/H used. For a 16 b converter implementation
using components with approximately 8 b linearity (except the
calibration D/A), the required memory drops to 3.6 kbytes.
This value is now much more practical and can be reduced
further by summing the ideal D/A input code with a RAM
correction at the offset D/A as discussed in Section II.

Fig. 4. Successive-approximation style A/D converter using PWL approx-
imation.

Each of the converter architectures of Figs. 1 and 4 will be
limited in resolution by the calibration D/A. This D/A must
have resolution slightly greater than that desired of the A/D,
with the exact requirement dependent on the converter’s error
budget. A 16 b A/D converter may likely require an 18 or 19
b calibration D/A to ensure linearity. However, because this
high precision D/A has been removed from the critical timing
path of the converter, this component can be designed for very
high resolution at low speed without limiting the conversion
speed [12]-[20].

In order to calibrate these converters, the input signal must
be disconnected and the calibration signal applied. Calibration
can be done either all at once, in a burst mode, or in many
short periods, in an interleaved fashion. Although a burst
calibration may take a significant amount of time to complete,
after it is done the converter can run at full speed until another
calibration is required. An interleaved calibration, however,
allows the converter to maintain a constant but lower sampling
rate, typically half of full speed, without interruption. In
addition, during the time the calibration D/A is changing states
and settling, the converter can be converting and just not using
the cycles reserved for calibration. The analog input bandwidth
stays the same for both burst and interleaved calibration, but
the maximum sampling rate is lower for the interleaved case.
One added note about the interleaved calibration case is that
excessive perturbation of the calibration D/A output must be
avoided during sampling. Otherwise, a much longer sampling
period will have to be used to allow the D/A to settle back
again. If this is a problem, modified sampling techniques [21]
can be used to reduce the level of perturbation and thus the
settling time required.

IV. OPERATION

The A/D converter of Fig. 4 determines the top N — L bits
using the offset D/A and the lower L bits using the MD/A.
This effectively divides the S/H transfer curve into 2V—7
PWL segments, each of length 2° LSB’s. The endpoints of
the segments correspond to the ideal transition points of the
top N-L bits.
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During conversion, a binary search is performed using RAM
A and the offset D/A to convert the top N-L bits, as in Fig. 1.
These top N-L bits are then used, along with RAM B and the
reference D/A, to adjust the MD/A slope. Next, another binary
search is performed using the MD/A inputs to determine the
lower L bits.

Calibration is performed by applying accurate calibration
inputs to the converter corresponding to the endpoints of the
PWL segments. When each calibration input is applied using
Dcpja = k2V-Lk € [0, 2F - 1], Dmpya is set to zero
and a binary search is performed using the offset D/A and the
comparator. The value of Dop,a resulting from the binary
search is then stored in RAM A. Next, the calibration input
is changed to Dcpya = (k+1)2V~L, and, with Dop 4 still
left at its previous value, Dypya is set to 2L and a binary
search is performed using the reference D/A, the MD/A, and
the comparator. The value of Dgp, 4 resulting from the binary
search is then stored in RAM B.

A mathematical analysis of the operation of Fig. 4 was
performed, with nonidealities associated with the S/H and the
offset, reference, and multiplying D/A’s, along with compara-
tor offset, included in the analysis. Errors in the calibration
D/A were assumed negligible, along with comparator finite
gain effects. The various equations used to model the compo-
nents in Fig. 4 are given in Table I. The MD/A is assumed to
have one extra LSB that can be added to the output, enabling
the digital input to range over [0, 2L] instead of just [0, 2F—1].
The S/H transfer curve is modeled with an offset, a linear gain,
and the function fsg(Xin), which includes all higher order
nonlinearities. An error budget was calculated for the A/D
architecture by constraining the A/D input value at which the
converter switches from one digital code to the next higher
code to be within 0.5 LSB of its ideal value. The analysis is
detailed in the Appendix. The resulting error budget equation
is given by

2N
ASH (Xin,max -

{ max

— fon(Xin : n28)] — fou(Xin : n2F + m)‘

+ max([|Qop/a(Dram 4)l, 1Q@rp/a(Dram B)]

Xin,min)

X fou(Xin : n28) + %nZ[fSH(Xin :[n +1]2%)

2
¥ ne[0,2NF —1] for every m € [0, 2F — 1] )

1
+ max |Eyp/a(Dvp/a, Dram B)|} <+3,

where Xi,:i refers to the ideal input value at which the
converter output code should switch from Dy = ¢ — 1 to
Dyt =i, and Qop,a and Qrp/a refer to the quantization er-
ror at the output of the offset and reference D/A’s, respectively,
due to their finite resolution.

The first maximum term in (1) refers to the difference in
the S/H output curve and the PWL approximation to it, using
endpoints at X;,:n2" and Xi,:(n 4 1)2L. The next maximum
term involves the quantization errors of the offset-and reference

TABLE 1
MOoDEL EQUATIONS FOR THE A/D CONVERTER OF FIG. 4

XsH (Xin) =Osg + AspXin + fsn(Xin)
Xin'k is shorthand for Xin = Xinmin + (Xinmax »Xmm}é%

Xmoia (Dmpsa,Dram B) = Quzf’ﬁ Xret (DraM B) + OMD/A
+ Evpia (Dmova ,Dram B)

where Enmya(0,Dram 8) = Enia (2%, Dran 8) = 0 by definition

Xepia(Depia) =Xin,min + (Kinmax - Xmmn)%ﬁm

Xon/a (DraM a=k) refers to the offset D/A output when its input is
specified by the value stored in RAM A at location k.

Xroa (Dram =k) refers to the reference D/A output when its input is
specified by the value stored in RAM B at location k.

Xref (DRAM B=K) =Xref nom + Xr/a (DraM B=k)

- {1, Koomp+ 2 Ocomp
o=
0, Xeomp+ { Ocomp

D/A’s, and the final term is the straight line error of the MD/A
output in LSB’s.

This error budget can now be applied to the case of a 16
b converter. If a 6 b MD/A with 8 b linearity is used, its
straight line error (Enpya) will fall within +1/8 LSB. The
adjustability of the offset and reference D/A’s sets their quanti-
zation errors. If this maximum error is chosen to be 1/8 LSB,
then the offset D/A would require log, (range/adjustability)
bits if no mismatch is present. For N = 16, this becomes
log,(21°1L.SBs/(1/8LSB)) = 19 b. However, due to nonide-
alities, extra bits are needed for redundancy. With only 8 b
linearity available, 1 to 2 b of redundancy must be included in
the analysis to ensure the 1/8 LSB adjustability, yielding a 20
to 21 b offset D/A. Similarly, the choice of an 8 b reference
D/A provides 1/8 LSB adjustability over a 16 LSB region
when translated to the MD/A full scale output. So to satisfy the
error budget, the S/H linearity error over each PWL segment
now must not exceed 1/4 LSB. It should be noted that the
20 b D/A will not have 20 b linearity; instead, its overall
linearity will be approximately 8 b. The 20 input bits ensure
the desired 1/8 LSB adjustability, which means that any analog
value within the D/A output range will always fall within 1/8
LSB of some D/A output value less than or equal to it.

The total amount of RAM required by the converter depends
on the linearity and resolution desired, as well as on the level
of matching errors in the circuitry. Assuming a k bit D/A can
be built with uncalibrated error within +1/2 LSB, then the
offset D/A for an N bit converter would require approximately
(N + 2+ N/k) input bits, including the required redundancy.
Since a correction code is needed for each PWL segment
endpoint, approximately 2V ~L(L + 2 + N/k) bits must be
stored for the offset corrections, if 2V ~L segments are used.
The number of bits required for the reference D/A depends on
how much the slope of the S/H varies over its range, increasing
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Fig. 5. Modified A/D converter architecture using PWL approximation.

with increasing S/H nonlinearity. In addition, the number of
PWL segments varies depending on S/H nonlinearity. A highly
nonlinear S/H will require many short PWL segments to fit
it with low error, while the number of segments is reduced
if higher error is acceptable. This demonstrates the trade-
off possible between RAM size and final converter linearity,
which is measured as differential nonlinearity (error in the
difference between adjacent switching points) and integral
nonlinearity (error of the switching points to a straight-line
approximation). Since one MD/A reference adjustment is
needed per segment, approximately 2V ~L(.J) bits are required
here, with J the number of bits of the reference D/A.

The above example demonstrates the capability of the
proposed converter architecture to achieve high resolution
using lower resolution components and one highly accurate but
slow calibration component. Because the time for conversion
depends on the speed of the low resolution components, not
the slower high resolution calibration D/A, high conversion
speed is possible. In addition, the size of the RAM required is
inversely related to the accuracy and linearity attainable in the
S/H and D/A’s (except the calibration D/A), so that the RAM
size drops as the accuracy increases.

Fig. 5 shows a modified version of the architecture of Fig.
4, with an estimation D/A and an extra amplifier included
after the S/H. The use of the estimation D/A helps reduce the
range over which the offset D/A must adjust, thus reducing
the number of bits needed, and the amplifier helps reduce
the noise sensitivity of the circuitry past it. For each of the
top M bits (M < N — L), the top M bits of the digital
code used to address RAM A are applied to the estimation
D/A during conversion. Then the offset D/A is adjusted to
set the switching point for the bit being converted. During
calibration, the estimation D/A input code is set to the top M
bits of Dram 4, allowing the value of Xop,/a to be adjusted
with the same Xgp,s as will be applied during conversion.
However, when the reference D/A is being calibrated on the
nth PWL segment, with X;,:(n + 1)2 applied at the S/H,
Dgpya is held at n2L, since it would be set at that code when

TABLE 1I
MOoDEL EQUATIONS FOR THE A/D CONVERTER OF FiG. 5

Xsu (Xin) =Osn + AspXin + feu(Xin)

Xmpia (Dmpia,Dram B) =2M2EIA'XR.DIA +Oup/a + Empia (Dmoia,DraM B)

where Eypya (0,Dram 5) = Evva (2%, Dran 8) = 0 by definition

Xcpa(Depra) =Xin,min + (Xin,max - xin,min)g‘;gm

Xop/a (Drama=k) refers to the offset D/A output when its input is speci-
fied by the value stored in RAM A at location k.

Xpo/a (Dram p=k) refers to the reference D/A output when its input is
specified by the value stored in RAM B at location k.

Xamp(Xsu,XEvA) = Oamp + Aamp(XsH - XEp/a) + famp(Xsu,XEDia)

1, Xeomps 2 Ocomp
Xo= {o,xmp.<om,

Xin'k is shorthand for Xin = Xin,min + (Xinmax - Xiﬂ-mi");k‘n

Xgp/a:k is shorthand for Xgva(Dgpa = k), which is the output of the
estimation D/A with input = k.

converting within that segment. An analysis like that done
on Fig. 4 was performed for this converter using the model
and system equations shown in Table II. The resulting error
budget equation is given by
2N
ASHAamp(Xin,ma.x - Xin,min)
{ max | Aamp [fSH(Xin : nzL)

+ %[fsﬁ(xm S [n+1)25)

X

— fon(Xin : n25)] = fou(Xin : n2E +m)] {

+ max

Famp(Xsu(Xin : n25), Xgp/a : n25)
+ ;[famp(XSH(Xin: [n +1]2%), Xgp/a: n2F)
— famp(Xsu(Xin:n2"), Xgp/a: n2")]

— famp(Xsu(Xin : n2F +m), Xgp/a : n25)

+ max{|Qop/a(Dram a)l, |@rp/a(Dram B)I]

1
+ max |Eyp/a(Dvp/as Dram B)|} <+3

Ve [0, 2Nt — 1] for every m € [0, 2l — 1) )

and is very similar to the one for Fig. 4. The main difference
is now the nonlinearity from both the S/H and amplifier are
included.

V. SIMULATIONS

A 16 b converter using the architecture of Fig. 5 was
simulated behaviorally using the Saber simulator [22], and the
various nonidealities considered in the analysis were included
in the simulation. The PWL approximation was formed by
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Fig. 6. Simple current-steering multiplying D/A converter. An actual imple-

mentation would likely use higher output resistance current sources, such as
cascodes, and multiple mirror stages for a large number of bits.
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Fig. 7. Behavioral simulations of sample-and-hold characteristics. The out-
put of the S/H was described mathematically as a function of the input, with
offset, gain error, and nonlinearity added to model actual circuit nonidealities.
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Fig. 8. Behavioral simulations of amplifier characteristics, based on a model
generated like that of the S/H.

dividing the input region into 1 024 segments, requiring 1 024
offset and 1 024 slope calibrations. The S/H was modeled with
7 b linearity over the [-2.5, +2.5] input range, and its transfer
curve and nonlinearity error are shown in Fig. 7. Similarly,
Fig. 8 shows the transfer function and nonlinearity error from
Xin to the amplifier output with Xgp,a set to zero. The
combined amplifier and S/H characteristic had approximately 6
b linearity over the range X;, € [~0.1,+0.1], but the linearity
error over each PWL segment was within +1/10 LSB. Six bit
converters were used for the estimation D/A and MD/A, each
of which had 7 b accuracy. The offset and reference D/A’s
were constructed using 7 b accuracy internally, and extra bits
were included for redundancy to ensure sufficient adjustability.
The 18 b offset D/A covered a range of +£2048 LSB’s, with
1/16 LSB adjustability and two bits used for redundancy. The
10 b reference D/A used one bit for redundancy and had a
range of £32 LSB’s with 1/8 LSB adjustability.

Using Saber, the converter was simulated as going through a
full calibration phase. Approximately 30 h of simulation time
was required to calibrate the full converter on a Sun 3/260, and
28.7 kb of simulated RAM was needed to hold the calibration
data. Evaluating the accuracy of the calibrated converter
requires determining the switching point input level for every
digital output code and can be done by sweeping the converter

input in fractions of an LSB and noting when the digital output
code changes state. Determining each switching point to within
1/8 LSB accuracy was estimated to require approximately one
year of simulation time on the same platform and so was
not performed. Instead, the input was stepped in 1/8 LSB
increments over short ranges of 25 LSB’s at four points along
the total A/D input range. The differential nonlinearity (DNL)
and integral nonlinearity (INL) of the converter over these
regions is shown in Fig. 9. The integral nonlinearity plots were
obtained using the same ideal straight line approximation for
all cases, not one optimized for each region.

In most successive-approximation A/D converters, the worst
case error generally occurs at major bit transitions, since that is
usually where the internal D/A converter has its worst errors.
However, the simulated converter has calibration points at all
these major bit transitions, preventing the errors there from
being outstanding, as is seen in Fig. 9(c) and (d) at code
32 768 (1/2 full scale). Instead, the converter’s worst case
errors tend to occur where the MD/A has its worst case error,
which can be seen in Fig. 10 to be at 1/4, 1/2, and 3/4 full
scale. This corresponds to the error in Fig. 9(e) and (f) at code
32 799, which is when the MD/A is right at 1/2 full scale.
Similarly, the worst error in Fig. 9(g) and (h) occurs when the
MDV/A is right at 3/4 full scale. These results indicate that the
converter nonlinearity lies approximately within +0.4 LSB’s
if the rest of the converter range can be assumed to be no
worse than these small segments. This corresponds well with
the result using (2), which predicted a worst possible error of
0.48 LSB’s.

Although the converter architectures discussed thus far can
tolerate various circuit nonlinearities, there are still other
potential circuit problems that are not addressed. Noise is a
primary consideration in a high resolution converter, including
both electronic noise and the coupling of digital switching
transients into sensitive analog circuitry. Although the former
has not changed significantly from the case of a typical
successive approximation converter, the latter may be a serious
concern due to the presence of the large RAM on chip.
The desired level of resolution and speed of conversion will
determine the degree of isolation necessary between the analog
and digital circuitry to reduce coupling through signal lines,
power supplies, and the IC substrate.

VI. IMPLEMENTATION CONSIDERATIONS

The circuit implementation of a converter like that of Fig.
5 can be designed in a variety of ways, depending on the
particular application. The most critical component in the
system is the calibration D/A, which will limit the resolution
attainable from the entire converter no matter how much
memory is used. However, since this component need not
operate at high speed, a relatively slow design may be used,
such as a delta-sigma based architecture or an integrating ramp
topology. If a voitage input is required, which is a common
scenario, then the S/H and estimation D/A would most likely
be voltage-mode as well. The speed of the converter can be
increased significantly by putting a low resolution flash A/D
at the S/H output and using its output for the estimation D/A
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Fig. 9. Differential and integral nonlinearity of the simulated 16 b A/D

converter are shown. Due to long simulation time, the A/D was only simulated .

enough to extract DNL and INL information over several small regions of the
total input range, which are shown above for the corresponding digital output
code regions.

input. If the flash converter provides enough resolution, then
the estimation D/A will not need to be changed again during
the conversion. In this case, the amplifier must operate only
once per conversion, further increasing speed.

Since the amplifier need not be highly linear over its entire
input range, an open-loop design can be used to provide
fast settling. The summation before the comparator can be
implemented using switched-capacitor techniques, although a
current-mode sum would be much more area-efficient. Taking
the current sum approach requires a transconductance amplifier
for the amplifier and a current-mode offset D/A and MD/A.
Fig. 6 shows a simplified current-steering MD/A with a current
reference, which then requires a current-mode reference D/A.
The offset D/A and reference D/A are easily realized using
a similar architecture with a constant reference current. The
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Fig. 10. Nonlinearity of 6 b MD/A.

design of the remaining analog block, the comparator, is fairly
straightforward, requiring a current input and yielding a digital
voltage level output for interfacing with the digital logic.

VII. CONCLUSION

In the arena of A/D converter design, there exists a tradeoff
between attainable speed and resolution which is readily
apparent. High speed converters can be built at the cost
of low resolution, while high resolution can be achieved
if speed is sacrificed. The techniques discussed here are
intended to draw from the best of both approaches to yield
both high speed and high resolution in a converter. The
example successive approximation architectures shown here
were chosen for their simplicity in order to best demonstrate
the nonlinearity correction techniques presented. However,
these techniques can be best exploited for high conversion
speed in a more parallel converter architecture, such as a
multistage flash or a pipeline configuration. Even in cases
where lower precision specifications do not lead to faster
designs, they simplify the design process and may still result
in power or die area savings.

There is a primary difference in the design requirements
of circuitry for a nonlinearity correcting A/D and a con-
ventional architecture. In most conventional converters, the
circuit designs must i) meet the necessary resolution in the
static case, and ii) maximize the speed at which dynamic per-
formance deviates significantly from this static performance.
In the nonlinearity correcting architecture, these requirements
are separated between the calibration circuitry and the main
path circuitry. The calibration circuit design must meet the
necessary resolution, but its speed performance is not critical.
The main path circuit design must maximize the speed at
which dynamic performance deviates from static performance,
but the static performance need not have high resolution.
By restricting highly linear, highly accurate circuitry to a
calibration function, the conversion speed is then determined
primarily by less accurate but faster circuitry that is periodi-
cally recalibrated to maintain resolution. Similarly, the use of
a high speed but potentially nonlinear S/H can lead to a high
analog input bandwidth limited by the jitter and slew of digital
control signals. This is particularly important for current-mode
A/D’s, where highly linear S/H’s are difficult to build at high
speed. ’

APPENDIX

In order to calibrate the A/D converter of Fig. 4, the offset
and slope of each PWL segment must be adjusted to match
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the S/H output curve. Using L bits in the MD/A means 2V~
segments are used, each having length 2L LSB’s. During
the offset calibration, the digital codes Dop/a = n2” are
applied to the calibration D/A for each n € [0,2V~L —1].
For each of the codes, Dypya and Drp/a are set to zero,
and a binary search is performed on Dop,a using Xo until
Xcomp+ = Ocomp. The final value of Dop 4 is stored in RAM
A at the address Dram a4 = n. The final value of Xop/a is
then given by

Xop/a(Dram 4 = n)
= Xsu(Xia : n2%)
— Xmp/a(0, DraM B) — Ocomp
+ Qop/a(Dram a =n),n e 0,2Vt —1] (3

where Qop/a{Drama = n) is the error at the output of the
offset D/A due to its finite resolution (i.e., quantization error).
Xin : k is shorthand notation for

Xin t k = Xinmin + (Xinmax — Xinmin)k2™V, k € [0, 2V].
)

The value of Dram g in (3) is not important, since Xnmp,a
is independent of Dram B When Dypya = 0.

When calibrating the slopes of the PWL segments, the
digital codes Dgp/a = (n+1)2L are applied to the calibration
D/A for each n € [0,2Y~L — 1]. Note that these codes are
identical to those needed for the offset calibration, except for
the first and last, and so both calibrations can be combined. The
final code Dcpya = 2V is achieved by adding an extra LSB
to the calibration D/A output, as in the case of the MD/A.
For each code Dgpya = (n + 1)2L, Dram4 is set to n
and Dypa is set to 2L, A binary search is then performed
using Dgrp,a until the rightmost endpoint of the PWL segment
matches the S/H output curve. The final value of Dgrp,a is
then stored in RAM B at address Dram B = 7, and the final
value of X, s is given by

Xcet(DramMB = 1)
= Xsu(Xin : [n + 1]2%) — Xop/a(Drama =n)
— Xmp/a(Dvp/a =0, Dram B = 7) — Ocomp
+ Qro/a(Drams =n),Vne 0,28 —1] (5)

where Qrp/a(Dram B) is the quantization error of the ref-
erence D/A. .

The error budget for the converter can be calculated by
solving for the value of X;, at which the converter output
switches from one digital code to the next higher code. By
forcing each switching point to fall within £0.5 LSB of its
ideal value, the A/D transfer curve will be bound to within a 1
LSB wide band over its entire range. Using Xy, : 4 as the ideal
switching point between codes Doyt = ¢ — 1 and Doyt = 4,
the error budget equation will be of the form

Xin : (1—1/2) < Xingwi < Xin : (64+1/2),Vi € [1, 2V —1]

(6)
where X, sw is the actual value of Xj, at which Dy
switches from i — 1 to 5. However, it is possible to translate the

equation through the S/H function and simplify the resulting
analysis, yielding

XSH(Xin : [Z - 1/2]) < XSH(Xin,sw,i)

< Xsu(Xwm:[i+1/2]),Vie[1,2Y -1]. (D
The switching from output code ¢ — 1 to ¢ occurs when
Xsu(Xinsw,i) — Xop/a(DraM 4)
— Xup/a(Dvp/a, Dram B) = Ocomp, ®)

or, rewriting (8),
Xsu(Xinsw,i) = Xop/a(Dram 4)
+ Xmp/a(Dmp/a, Dram B) + Ocomp- (9)
Looking first at the major bit transitions, the switching
points are given by
Xsu(Xinswn2e) = Xop/a(Drama = 1)
+ Xmp/a(Dvp/a = 0, Dram B)

+ Ocomp, ¥ € [1,2Y"F —1]  (10)
which can be simplified using (3), yielding
Xou(Xin swmot) = Xsu (Xin : n28)
+ Qop/a(Drama = n),
Vne[L,2V"F—1]. D

The equation for the switching points between major bit
transitions is very similar and is given by
Xsu(Xin sw,n2t+m)
= Xop/a(Drama = n)
+ Xmp/a(Duvpya = m, Drams = n)
+ Ocomp,  Vne [0,287F 1]
for every m € [l, 2k — 1]. (12)
Using (3) and Table I, this equation can be reduced further to
Xsu(Xin sw,n2t+m)
= Xsu(Xin : n25) + Qop/a(Drama = 1)
+ Eumpya(Dwpja = m, DramB = 1)
+ m2 X5,V € [0,2N—L - 1]
for every m € [1,2F — 1] (13)
where Eyp/a is the error of the MD/A output to a straight
line. X, in (13) can be expanded using (3) and (5), and
further simplification yields
Xsu(Xinsw,n2t +m)
= Xgu(Xin : n25) + %[XSH(Xin [n+1J25)

m
— Xou(Xin : n20)] + (1 - 2_L)QOD/A(DRAM A=n)

+ ZELQRD/A(DR.AM B=n)

+ Evp/a(Dvp/a = m, Dram B = 1),
Vnel0,2V L -1]
for every m € [1,2L - 1]. (14)

Note that by setting m = 0, (14) reduces to (11), so
both cases are contained in (14). Now this expression for
Xst(Xin,sw,n2t +m) can be substituted into the error budget
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(7), and expanding all Xgy(X;,) terms into their offset, gain,
and nonlinearity components gives, after simplifying,

Asi(Xinmax — Xin,min) (— %) 2~N
+ fsu (Xin : [n2L +m-— %D < fou(Xin : n2%)
+ 5z [fsn(Xin : [ +1125) = fon(Xin : n2)]
+ (1 - ;_;L,')QOD/A(DRAMA =n)
+ %QRD/A(DRAMB =n)

+ Evp/a(Dyvpya = m, DramB = 1)

1
< ASH(Xin,max - Xin,min)(i)z_N

+fSH<Xin : [n2l‘ +m+ %]),
¥ n € [0,28~L — 1] for every m € [0,2F — 1). (15)

If the S/H nonlinearity is smooth, it is reasonable to assume
that the nonlinearity does not change significantly over 1 LSB,
so that

fsu (Xin :n2l 4 m - %)

& fou(Xin :n2l 4 m) = fsu (Xin n2l +m 4+ %),
Vne|o, oN-L _ 1] for every m € [0,2L —1]. (16)

Using this assumption in (15) leads to

- .1_ < 2V { X : n2L
2 ASH(Xin,max - Xin,min) fSH( in 210 )

+ o7 Ufsu(Xin : [0+ 1125) — fon(Xin : n2%)
— fou(Xin : n2F 4+ m)
+ (1 - ’;%)QOD/A(DRAM A=n)

m
+ 5rQro/a(Dram B = 1)

1
+ Emp/a(Dumpya = m, Dram B = n)} <tz
Vn e [0,2Y7L — 1] for every m € [0,2% — 1] (17)

in which the values have been normalized to units of LSB’s by
dividing through by As(Xin,max — Xin,min)2 ", the average
LSB size at the S/H output. This equation can be made more

restrictive as
2 N

Asi(Xin,max — Xin,min)
+ %[fSH(Xin tfn+1)28) — fou(Xin : n2%)]
— fou(Xin :n28 4+ m)l
+ max(|Qop/a(Dram) al; |Qrp/a(Dram )]

{ max ‘fSH(Xin : n2L)

2
Vn e [0,2N"L 1] for every m € [0,2L — 1]. (18)

Note that the quantization errors of the offset and reference

1
+ max |EMD/A(DMD/AaDRAMB)|} <+,

D/A’s are combined together in the second maximum term.
This is due to their weighting in (17) by (1 — m2~L) and
m2~L, respectively, so that they each have full effect at
opposite ends of each segment and are never summed when
both are at their maximum.

The derivation of the error budget for the converter in Fig.
5 was done in similar fashion using the equations from Table
II, yielding the final error budget given in (2).
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