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Abstract—Dimensionality reduction in multivariate time series has broad applications, ranging from financial-data analysis to biomedical research. However, high levels of ambient noise and random interference result in nonstationary signals, which may lead to inefficient performance of conventional methods. In this paper, we propose a nonlinear dimensionality-reduction framework, using diffusion maps on a learned statistical manifold. This yields a low-dimensional representation of the high-dimensional work, using diffusion maps on a learned statistical manifold. This paper, we propose a nonlinear dimensionality-reduction framework to uncover the low-dimensional manifold, and provide an information-geometric dimensionality reduction (IGDR) approach is then applied to obtain an embedding of high-dimensional data using Isomap [1], thereby preserving the geodesic distances on the manifold of distributions.

Two practical problems arise in these methods, limiting their application. First, in [13], [14] multiple data sets were assumed, with the data in each set drawn from the same distributional form, with set-dependent distribution parameters. The embedding was inferred in the space of the distribution parameters. In this setting a large number of data sets are required, and time dependence in the evolution of the distribution parameters is not considered. By considering time evolution of the distribution from a single time-evolving dataset, we here substantially reduce the amount of needed data, and we extend the method to analysis of time series. A second limitation of previous work concerns how geodesic distances were computed. In [13], [14] the approximation of the geodesic distance between all pairs of samples was computed using a step-by-step walk on the manifold, requiring \(O(N^3)\) operations, which may be intractable for large-\(N\) problems.

In this paper, we present a dimensionality-reduction approach using diffusion maps for nonstationary high-dimensional time series, which addresses the above short-comings. Diffusion maps constitute an effective data-driven method to uncover the low-dimensional manifold, and provide a parametrization of the underlying process [15]. The main idea in diffusion maps resides in aggregating local connections between samples into a global parameterization, via a kernel. Many kernels implicitly induce a mixture of local statistical models in the domain of the measurements. In particular, it is shown that using distributional information outperforms using sample information when the distributions are available [13].
We exploit this assumption and articulate that the observed multivariate time series $X_t \in \mathbb{R}^N, t = 1, \ldots, T$, is generated from a smoothly varying parametric family of distributions $p(X_t|\beta_t)$, where $\beta_t$ is a local parameterization of the time evolving distribution. We propose to construct a Bayesian generative model with constraints on $\beta_t$, and use Markov Chain Monte Carlo (MCMC) to estimate $\beta_t$. Diffusion maps are then applied to reveal the statistical manifold of the estimated distributions, using a kernel with Kullback-Leibler (KL) divergence as the distance metric. Noting that the parametric form of distributions significantly affects the structure of the mapped data, the Bayesian generative model should avoid using a strong informative prior without substantial evidence.

Diffusion maps rely on constructing a Laplace operator, whose eigenvectors approximate the eigenfunctions of the backward Fokker-Planck operator. These eigenfunctions describe the dynamics of the system [16]. Hence, the trajectories embedded in the coordinate system formulated by the principal eigenvectors can be regarded as a representation of the controlling underlying process $\theta_t$ of the time series $X_t$.

One of the main benefits of embedding the time series samples into a low-dimensional domain is the ability to define meaningful distances. In particular, diffusion-map embedding embodies the property that the Euclidean distance between the samples in the embedding domain corresponds to a diffusion distance in the distribution domain. Diffusion distance measures the similarity between two samples according to their connectivity on the low-dimensional manifold [3], and has a close connection to the geodesic distance. Thus, diffusion maps circumvent the step-by-step walk on the manifold [13], computing an approximation to the geodesic distance in a single low-cost operation. Another practical advantage of the proposed method is that we may first reveal the low-dimensional coordinate system based on reference data, and then in an online fashion extend the model for newly acquired data with low computational cost. This is demonstrated further when considering applications in Section IV.

The proposed framework is applied to two applications in which the data are best characterized by temporally evolving local statistics, rather than based on measures directly applied to the data itself: music analysis and epileptic seizure prediction based on electroencephalography (EEG) recordings. In the first application, we show that using the proposed approach, we can uncover the key underlying processes: human voice and instrumental sounds. In particular, we exploit the efficient computation of diffusion distances to obtain intra-piece similarity measures, applied to well-known music, which are compared to state-of-the-art techniques.

In EEG, one goal is to map the recordings to the unknown underlying “brain activity states”. This is especially crucial in epileptic seizure prediction, where preseizure (dangerous) states can be distinguished from interictal (safe) states, so that patients can be warned prior to seizures [17]. In this application, the observed time series is the EEG recordings and the underlying process is the brain state: preseizure or interictal. EEG recordings tend to be noisy, and hence, the mapping between the state of the patient’s brain and the available measurements is not deterministic, and the measurements do not lie on a smooth manifold. Thus, the intermediate step of mapping the observations to a time-evolving parametric family of distributions is essential to overcome this challenge. We use the proposed approach to infer a parameterization of the signal, viewed as a model summarizing the signal’s distributional information. Based on the inferred parameterization, we show that preseizure state intervals can be distinguished from interictal state intervals. In particular, we show the possibility of predicting seizures by visualization and simple detection algorithms, tested on an anonymous patient.

This paper makes three principal contributions. We first present an efficient diffusion map approach based on distributional information of time-series data, which preserves the geodesic distances between samples on a statistical manifold, and uncovers an underlying process that consists of the controlling factors. Second, we propose a class of Bayesian models with various prior specifications, to learn the time-evolving statistics. We finally apply the proposed framework to two applications: music analysis and analysis of EEG recordings.

The remainder of the paper is organized as follows. In Section II we review the diffusion-maps technique, propose an extended construction and examine its theoretical and practical properties. We propose in Section III multiple approaches to model multivariate time series with time-evolving distributions. In Section IV, results on two real-world applications are discussed. Conclusions and future work are outlined in Section V.

II. DIFFUSION MAPS USING KULLBACK-LEIBLER DIVERGENCE

A. Underlying parametric model

Let $X_t \in \mathbb{R}^N$ be the raw data or extracted features at time $t$. The key concept is that the high-dimensional representation of $X_t$ exhibits a characteristic geometric structure. This structure is assumed to be governed by an underlying process on a low-dimensional manifold, denoted by $\theta_t$, that propagates over time as a diffusion process according to the following stochastic differential equation (SDE)

$$d\theta_t^i = a_i(\theta_t)dt + dw_t^i \tag{1}$$

where $\theta_t^i$ is component $i$ of $\theta_t$, $a_i$ are (possibly nonlinear) drift functions and $dw_t^i$ is a Brownian motion. In particular, we assume that the underlying process induces a parametric family of probability distributions in the measurable domain, i.e., $p(X_t|\theta_t)$. In other words, the underlying process controls the statistics of the measured signals.

Note that $\theta_t$ controls the time-evolution of the underlying distribution of the data, rather than directly the data itself. We do not assume a priori knowledge of the form of the distribution $p(\cdot|\theta_t)$.

1In this paper, superscripts represent access to elements in vectors, i.e., $x^i$ is the $i$-th element of the vector $x$. 

B. Local models and the Kullback-Leibler divergence

We use empirical densities to represent the local statistics of the signal. In particular, as an intermediate step, we assume a parametric family of local distributions. Let \( p(X_t|\beta_t) \) denote the local density of \( X_t \). We emphasize that the assumed parameterization of the local distribution \( \beta_t \) is considerably different than \( \theta \): \( \theta \) is the fundamental parametrization of the low-dimensional manifold, that represents the intrinsic state governing the signal; \( \beta_t \) is merely used within a chosen local distribution, employed as an intermediate step, with the goal of inferring \( \theta \).

The key thing to note is that because the data are assumed noisy, we do not assume the data itself lives on a low-dimensional manifold. Rather, we assume that there is an underlying and unknown distribution \( p(X_t|\beta_t) \), that evolves with time, and that is responsible for the data. To uncover the time evolution of \( \theta \) (and to infer the dimension of the parameter vector \( \theta \)), we assume a form of a generally different distribution \( p(X_t|\beta_t) \), typically selected to balance accuracy with computational simplicity. We then compute distances between data at time \( t \) and \( t' \), based on \( p(X_t|\beta_t) \) and \( p(X_{t'}|\beta_{t'}) \), using an appropriate kernel. From the resulting distance matrix we seek to uncover \( \theta_t \) for all \( t \). In the end we still do not know the responsible distribution \( p(X_t|\beta_t) \), but we uncover how the (typically low-dimensional) parameters \( \theta_t \) evolve with time, manifesting a useful embedding. In [13], [14] the authors also estimated distributions \( p(X_n|\beta_n) \) for multiple data sets, here with \( X_n \) representing all the data in dataset \( n \in \{1, \ldots, N\} \); they estimate the associated \( \{\theta_n\} \) via a similar embedding procedure. By leveraging time, we effectively infer \( N \) local datasets, characterized by time-evolving distributions.

We propose to use the Kullback-Leibler (KL) divergence as a metric between the parametric probability density functions (pdfs). For any pair of measurements \( \hat{X}_t \) and \( \hat{X}_{t'} \), the KL divergence between the corresponding parametric pdfs is defined as

\[
\mathcal{D}(p(X_t|\beta_t)||p(X_{t'}|\beta_{t'})) = \int_X \ln \left( \frac{p(X_t|\beta_t)}{p(X_{t'}|\beta_{t'})} \right) p(X_t|\beta_t)dX.
\]  

(2)

Let \( \beta_{t_0} \) and \( \beta_t = \beta_{t_0} + \delta \beta_t \) be two close samples in the intermediate parametric domain. It can be shown [18] that the KL divergence is locally approximated by the Fisher information metric, i.e.,

\[
\mathcal{D}(p(X_t|\beta_t)||p(X_{t_0}|\beta_{t_0})) \approx \delta \beta_t^T I(\beta_{t_0}) \delta \beta_t
\]

(3)

where \( I(\beta_{t_0}) \) is the Fisher information matrix.

We then define the Riemannian manifold \((\mathcal{M}, g)\), where the Fisher metric in (3) is associated with the inner product on the manifold tangent plane \( g \) between the local distributions,

\[
g_{ij}(\beta_t) = \sum_{i,j} \int \frac{\partial \log p(X_t|\beta_t)}{\partial \beta^i_t} \frac{\partial \log p(X_t|\beta_t)}{\partial \beta^j_t} p(X_t|\beta_t)dX
\]

(4)

The points residing on \( \mathcal{M} \) are parametric probability density functions \( p(X_t|\beta_t) \). Thus, for \( p(X_t|\beta_{t_0}+\delta \beta_t) \) in a local neighborhood of \( p(X_t|\beta_{t_0}) \), the Fisher metric between these two points can be approximated by \( \mathcal{D}(p(X_t|\beta_t)||p(X_{t_0}|\beta_{t_0})) \). Therefore, we use the KL divergence to construct the affinity kernel and build the graph for diffusion maps, thus obtaining diffusion distance approximating a Riemannian metric on the manifold of local distributions. This will be addressed in detail in Section II-C.

For the signal types reported in this paper (music and EEG), we have empirically found that a simple local Gaussian model (Gaussian mixture model) with zero mean and time evolving covariance matrices can effectively describe the local empirical densities of the selected feature sets of the signals. Thus, the intermediate parameterization \( \beta_t \) is a local covariance matrix \( \Sigma_t \), and the local distribution of \( X_t \) is approximated by \( \mathcal{N}(0, \Sigma_t) \). In this case, the KL divergence can be explicitly written as

\[
\mathcal{D}(p(X_t|\beta_t)||p(X_{t'}|\beta_{t'})) = \frac{1}{2} \text{Tr}(\Sigma_t^{-1}\Sigma_{t'} - I_N).
\]

(5)

Based on the KL divergence, we define a symmetric pairwise affinity function using a Gaussian kernel

\[
k(X_t, X_{t'}) := \exp \left\{ \frac{-\mathcal{D}(p(X_t|\beta_t)||p(X_{t'}|\beta_{t'}))}{\epsilon} \right\}
\]

(6)

The decay rate of the exponential kernel implies that only pdfs \( p(X_t|\beta_t) \) within an \( \epsilon \)-neighborhood of \( p(X_{t'}|\beta_{t'}) \) are taken into account and have non negligible affinity. Thus, we can use the approximation of the KL divergence using the Fisher metric (3) and obtain that

\[
k(X_t, X_{t'}) \approx \exp \left\{ -\frac{(\beta_t - \beta_{t'})^T(I(\beta_t) + I(\beta_{t'}))(\beta_t - \beta_{t'})}{\epsilon} \right\}
\]

(7)

C. Laplace operator and diffusion maps

Let \( W \) be a pairwise affinity matrix between the set of measurements \( X_t \), whose \( (t, t') \)-th element is given by

\[
W_{t,t'} = k(X_t, X_{t'}).
\]

(8)

Based on the kernel, we form a weighted graph, where the measurements \( X_t \) are the graph nodes and the weight of the edge connecting node \( X_t \) to node \( X_{t'} \) is \( W_{t,t'} \). The particular choice of the Gaussian kernel exhibits a notion of locality by defining a neighborhood around each measurement \( X_t \) of radius \( \epsilon \), i.e., measurements \( X_{t'} \) such that \( (\beta_t - \beta_{t'})^T(I(\beta_t) + I(\beta_{t'}))(\beta_t - \beta_{t'}) > \epsilon \) are weakly connected to \( X_t \). In practice, we set \( \epsilon \) to be the median of the elements of the kernel matrix. According to the graph interpretation, such a scale results in a well connected graph because each measurement is effectively connected to half of the other measurements. For more details, see [19], [20].

Using the KL divergence (the Fisher information metric) as an affinity measure has the effect of an adaptive scale. Consider the parametric family of normal distributions. In particular, assume that the process \( X_t \) is one dimensional and is given by

\[
X_t = Y_t + V_t
\]

(9)

where \( Y_t \sim \mathcal{N}(0, \theta_t) \) and \( V_t \) is an adaptive white Gaussian noise with zero mean and fixed \( \sigma^2_V \) variance. According to the parametric model (Section II-A), \( \theta_t \) follows a diffusion process propagation model which results in time varying distributions.
Consequently, the parametric pdf of the measurements is given by
\[ p(X|\beta_t) = \mathcal{N}(0, \beta_t) \]  
where \( \beta_t = \theta_t + \sigma_n^2 \), and the corresponding Fisher Information matrix is
\[ I(\beta_t) = \frac{1}{2\beta_t^2}. \]
In this case, the corresponding kernel based on the KL divergence is
\[ k(X_t, X_{t'}) = \exp \left\{ \frac{\|\theta_t - \theta_{t'}\|^2}{\varepsilon(\beta_t, \beta_{t'})} \right\} \]
where
\[ \varepsilon(\beta_t, \beta_{t'}) = \frac{\varepsilon}{2} \left( \frac{1}{(\theta_1 + \sigma_n^2)^2} + \frac{1}{(\theta_1 + \sigma_n^2)^2} \right)^{-1} \]
is a locally adapted kernel scale with the following interpretation: when the noise rate \( \sigma_n^2 \) increases, a larger scale (neighborhood) is used in order to see “beyond the noise” and capture the geometry and variability of the underlying parameter \( \theta \). We remark that in this specific case, the adaptive scale is the local covariance of the measurements. Thus, this metric is equal to the Mahalanobis distance between the measurements \[9\].

Let \( D \) be a diagonal matrix whose elements are the sums of rows of \( W \), and let \( W^{\text{norm}} = D^{-1/2}WD^{-1/2} \) be a normalized graph-Laplacian \( I - W^{\text{norm}} [21] \). It was shown \[3\] that \( W^{\text{norm}} \) converges to a diffusion operator that reveals the low-dimensional manifold and a subset of its eigenvectors give a parameterization of the underlying process. We assume that these eigenvectors are the principal eigenvectors associated with the largest eigenvalues, although there is no guarantee. Thus, the eigenvectors of \( W^{\text{norm}} \), denoted by \( \varphi_j \), reveal the underlying structure of the data. Specifically, the \( t \)-th coordinate of the \( j \)-th eigenvector can be associated with the \( j \)-th coordinate of the underlying process \( \theta_t \) of measurement \( X_t \). The eigenvectors are ordered such that \( \lambda_0 \geq \lambda_1 \geq \ldots \geq \lambda_{T-1} > 0 \), where \( \lambda_j \) is the eigenvalue associated with eigenvector \( \varphi_j \). Because \( W^{\text{norm}} \sim P = D^{-1/2}W \), and \( D^{-1/2}W \) is row-stochastic, \( \lambda_0 = 1 \) and \( \varphi_0 \) is the diagonal of \( D^{1/2} \). In addition, \( W^{\text{norm}} \) is positive semidefinite, and hence, the eigenvalues are positive. The matrix \( P \) may be interpreted as a transition matrix of a Markov chain on the graph nodes. Specifically, the states of the Markov chain are the graph nodes and \( P_{i,j} \) represents the probability of transition in a single Markov step from node \( X_t \) to node \( X_{t'} \). Propagating the Markov chain \( n \) steps forward corresponds to raising \( P \) to the power of \( n \). We also denote the probability function from node \( X_t \) to node \( X_{t'} \) in \( n \) steps by \( p_n(X_t, X_{t'}) \).

The eigenvectors are used to obtain a new data-driven description of the measurements \( X_t \) via a family of mappings that are called diffusion maps \[3\]. Let \( \Psi_{t,n}(X_t) \) be the diffusion mappings of the measurements into the Euclidean space \( \mathbb{R}^\ell \), defined as
\[ \Psi_{t,n}(X_t) = \left( \lambda_1^{\ell,1} \varphi_1^t, \lambda_2^{\ell,2} \varphi_2^t, \ldots, \lambda_{\ell}^{\ell,\ell} \varphi_{\ell}^t \right)^T \]
where \( \ell \) is the new space dimensionality ranging between 1 and \( T - 1 \). Diffusion maps have therefore two parameters: \( n \) and \( \ell \). Parameter \( n \) corresponds to the number of steps of the Markov process on the graph, since the transition matrices \( P \) and \( P^n \) share the same eigenvectors, and the eigenvalues of \( P^n \) are the eigenvalues of \( P \) raised to the power of \( n \). Parameter \( \ell \) indicates the intrinsic dimensionality of the data. The dimension may be set heuristically according to the decay rate of the eigenvalues, as the coordinates in (14) become negligible for a large \( \ell \). In practice, we expect to see a distinct “spectral gap” in the decay of the eigenvalues. Such a gap is often a good indicator of the intrinsic dimensionality of the data and its use is a common practice in spectral clustering methods. The mapping of the data \( X_t \) into the low-dimensional space using (14) provides a parameterization of the underlying manifold and its coordinates represent the underlying processes \( \theta_t \) (1). We note that as \( n \) increases, the decay rate of the eigenvalues also increases (they are confined in the interval [0, 1]). As a result, we may set \( \ell \) to be smaller, enabling to capture the underlying structure of the measurements in fewer dimensions. Thus, we may claim that a larger number of steps usually brings the measurements closer in the sense of the affinity implied by \( P^n \), and therefore, a more “global” structure of the signal is revealed.

The Markov process aggregates information from the entire set into the affinity metric \( p_n(X_t, X_{t'}) \), defining the probability of “walking” from node \( X_t \) to \( X_{t'} \) in \( n \) steps. For any \( n \), the following metric
\[ D_n^2(X_t, X_{t'}) = \int_{X_{t'}} \left[ p(X_t, X_s) - p_n(X_{t'}, X_s) \right]^2 w(X_s) dX_s \]
is called diffusion distance, with \( w(X_s) = 1/\varphi_0(X_s) \). It describes the relationship between pairs of measurements in terms of their graph connectivity, and as a consequence, local structures and rules of transitions are integrated into a global metric. If the integral is evaluated on the points of the observed data, it can be shown that the diffusion distance (15) is equal to the Euclidean distance in the diffusion maps space when using all \( \ell = T - 1 \) eigenvectors [3], i.e.,
\[ D_n(X_t, X_{t'}) = \|\Psi_{t,n}(X_t) - \Psi_{t,n}(X_{t'})\|_2 \]
Thus, comparing between the diffusion mappings using the Euclidean distance conveys the advantages of the diffusion distance stated above. In addition, since the eigenvalues tend to decay fast, for large enough \( n \), the diffusion distance can be well approximated by only the first few eigenvectors, setting \( \ell << T - 1 \).

### D. Sequential implementation

The construction of the diffusion maps embedding is computationally expensive due to the application of the eigenvector decomposition (EVD). In practice, the measurements are not always available in advance. Thus, the computationally demanding procedure should be applied repeatedly whenever a new set of measurements become available. In this section, we describe a sequential procedure for extending the embedding, which circumvents the EVD applications and may be suitable for supervised techniques [22], [23], [24].
Let $X_t$ be a sequence of $T$ reference measurements that are assumed to be available in advance. The availability of these measurements enables one to estimate the local densities and the corresponding kernel based on the KL divergence. Then, the embedding of the reference measurements can be computed.

Let $X_t$ be a new sequence of $S$ measurements, which are assumed to become available sequentially. As proposed in [23], [24], we define a nonsymmetric pairwise metric between any new measurement $X_s$ and any reference measurement $X_t$, similarly to (7) as

$$a(X_s, X_t) = \exp \left\{ -\frac{(\beta_s - \beta_t)^T I(\beta_t)(\beta_s - \beta_t)}{\varepsilon} \right\}$$

(17)

where $\beta_t$ and $\beta_s$ are the parametrization of the local densities of the measurements at $t$ and $s$, respectively, and a corresponding nonsymmetric kernel

$$A_{s,t} = a(X_s, X_t).$$

(18)

The construction of the nonsymmetric kernel requires the feature vectors of the measurements and the Fisher Information matrix of merely the reference measurements.

Let $A = D_A^{-1}AQ^{-1}$, where $D_A$ is a diagonal matrix whose diagonal elements are the sums of rows of $A$, and $Q$ is a diagonal matrix whose diagonal elements are the sums of rows of $D_A^{-1}A$. It was shown by [22], [23] that

$$W = \tilde{A}^T \tilde{A}$$

(19)

where $W$ is the pairwise affinity matrix on the $T$ reference measurements $X_t$ as defined in Section II-C.

We define now the dual extended $S \times S$ kernel between the new samples as $W^{\text{ext}} = AA^T$. It is shown in [24] that the elements of the extended kernel are proportional to a Gaussian defined similarly to (7) between a pair of new measurements. Combining the relationship between the kernels $W$ and $W^{\text{ext}}$ yields: (1) the kernels share the same eigenvalues $\lambda_j$; (2) the eigenvectors $\varphi_j$ of $W$ are the right singular vectors of $A$; (3) the eigenvectors $\psi_j$ of $W^{\text{ext}}$ are the left singular vectors of $A$. As discussed in Section II-C, the right singular vectors represent the underlying process of the reference measurements, and by [22], [23], the left singular vectors naturally extend this representation to the new measurements. In addition, the relationship between the eigenvectors of the two kernels is given by the singular value decomposition (SVD) of $A$ and is explicitly expressed by

$$\psi_j = \frac{1}{\sqrt{\lambda_j}} \tilde{A} \varphi_j.$$  

(20)

Now, the extended eigenvectors $\psi_j$ can be used instead of $\varphi_j$ to construct the embedding of the new measurements $\Psi_{t,n}(X_s)$ in (14).

III. MODELING TIME EVOLVING COVARIANCE MATRICES

To calculate the KL divergence, we need to estimate the local/intermediate parametric distribution $p(X_t | \beta_t)$ at each time. The amount of data in each time window is limited, and therefore, assumptions have to be made to constrain the parametric space. In this paper, we assume that the signal sample at each time is drawn from a multivariate Gaussian distribution with time evolving parameters. For simplicity, we focus on zero mean Gaussian distributions. We assume that the time evolving covariance matrices characterize the dynamics of the time series. Such a time evolving covariance model can be applied to many multivariate time series, including volatility analysis in finance [4] and EEG activity in neurology [5]. Popular approaches for estimating smoothly varying covariance matrices include the exponentially weighted moving average (EWMA) model [25] and multivariate generalized autoregressive conditional heteroscedasticity (GARCH) models [26]. The former captures the smoothly varying trends, but fails to handle missing data, and requires long series to achieve high estimation accuracy [27]. The latter handles missing data at the expense of over-restricting the flexibility of the dynamics of the covariance matrices [4]. Most moving average type approaches can be simplified as $\Sigma_t = \pi_t \Sigma_{t-1} + (1 - \pi_t) \tilde{\Sigma}_t$, where $\Sigma_t$ is the covariance matrix of the sample at $t$ and $\pi_t$ is a smoothing parameter. $\tilde{\Sigma}_t$ can be considered as the posterior mean estimate for $\Sigma_t$ using an inverse-Wishart prior with mean proportional to $\Sigma_{t-1}$. Given their broad use in practice, moving average type approaches are also tested in our experiments.

In this paper, we present a latent variable model to infer the time evolving covariance matrices, inspired by the idea proposed in [12]. This generative model allows for handling missing data and aims to capture the dynamics of the evolving structure of the covariance matrices. We assume at each time $t, t = 1, \cdots, T$, a factor analyzer (FA) model fits the observed data sample $X_t \in \mathbb{R}^N$:

$$X_t \sim \mathcal{N}(F^t S_t, \alpha^{-1} I_N)$$

(21)

$$S_t \sim \mathcal{N}(0, I_K)$$

(22)

$$\alpha \sim \text{Ga}(e_0, f_0)$$

(23)

where $F^t \in \mathbb{R}^{N \times K}$ formulates a time evolving factor loading matrix, with a prior that will be described next. $S_t$ is a $K$ dimensional variable in the latent space, and $\alpha$ models the noise level in the observation space. This model constrains the high-dimensional data to locally reside in a $K$ dimensional space, but does not assume local stationarity due to the time evolving factor-loading matrix. Thus, at time $t$, the marginal distribution of $X_t$ is

$$X_t \sim \mathcal{N}(0_N, \Sigma_t)$$

(24)

$$\Sigma_t = (F^t)(F^t)^T + \alpha^{-1} I_N$$

(25)

Therefore, we could use posterior estimates of $F^t$ and $\alpha$ to estimate $\Sigma_t$. Because we are only interested in $(F^t)(F^t)^T$, instead of $F^t$ or $S_t$, this latent variable model circumvents the identifiability problem encountered in common FA models [28]. To impose smoothness and facilitate parameter estimation, two types of priors for $F^t$ are proposed: a Gaussian process (GP) [29] and non-stationary autoregressive (AR) process [7].
In the GP model, elements of $F^t$ are constructed as
\begin{align}
F_{ij}^t &\sim \mathcal{GP}(0, \Omega_{ij}^t) \\
\Omega_{ij}^t &\equiv \sigma^{-1}(k(t_1, t_2) + \sigma_n \delta(t_1 - t_2)) \\
\sigma &\sim \text{Ga}(c_0, d_0)
\end{align}
where $\sigma^{-1}$ represents the variance of the factor loadings over time. To infer $\sigma^{-1}$ from the data, a broad gamma distribution prior is proposed. The hyperparameter $c_0$ represents the noise variance for the factor loadings, which is kept fixed at a small value ($10^{-3}$ in our case). Each time varying factor loading $F_{ij}^t$, $t = 1, \cdots, T$, is constructed from a GP. Various kernel functions $k(t_1, t_2)$ can be used for the GP, including the radial basis function (RBF) $k(t_1, t_2) = \exp(-\frac{(t_1 - t_2)^2}{2\sigma^2})$. We have tested different kernel functions and RBF is chosen to allow for simple interpretation in our experiments. $\tau$ is the length-scale parameter, which determines globally the shape of autocorrelation function [12]. This facilitates strong correlation between $F_{ij}^t$ and $F_{ij}^s$ if $|t_1 - t_2| < \tau$ and inhibits the correlation otherwise. $\tau$ can be estimated from the data by putting a discrete uniform prior over a library of candidate atoms [30]. However, in practice, the correlation length might be available \textit{a priori} and used as the appropriate value, which often works effectively. Standard MCMC sampling can be used to infer model parameters, as summarized in the Appendix. Sampling $F_{ij}$ from the GP has a $O(T^3)$ complexity, which can be alleviated using the random projection idea in [30].

In the non-stationary AR process prior model, elements of $F^t$ are constructed as
\begin{align}
F_{ij}^t &= F_{ij}^{t-1} + \xi_{ij}^t \\
\xi_{ij}^t &\sim \mathcal{N}(0, \nu_{ij}^{-1}) \\
\eta_{ij}^t &\sim \text{Ga}(g_0, h_0)
\end{align}
The time varying factor loading matrix $F^t$, $t = 1, \cdots, T$, is a random walk whose smoothness is determined by $\xi^t$. A shrinkage prior [31] favoring $\xi^t$ to be sparse is added to encourage smoothness. Other kinds of sparseness-promoting priors, including spike-slab [32] and generalized double Pareto [33], can also be considered. The zero mean distribution for $\xi_{ij}$ models the difference between consecutive covariance matrices as a stationary process, which captures the drift of factor loadings over time. In this model, the trend of each factor loading is assumed independent. However, correlated trends of $F^t$ and group sparsity of $\xi^t$ can be considered for more sophisticated data, as a future direction. A forward filtering backward sampling (FFBS) [34] method is used to sample $F^t$ (summarized in the Appendix).

Choosing which estimation method to use is data specific and depends on the available prior knowledge. If the covariance structures are highly correlated for nearby samples, while they are highly uncorrelated for faraway samples, the model with GP prior should be adopted. If the difference between consecutive covariance matrices is approximately a stationary process, the model with non-stationary AR process prior should be considered. If the covariance matrices are evolving smoothly over time, local stationarity approximately holds, and a large number of data samples are provided, moving average type approaches can be easily implemented. This is considered in Section IV. The generalized framework can be summarized in Algorithm 1.

\textbf{Algorithm 1} Diffusion maps using time evolving statistics
\begin{itemize}
\item \textbf{Input:} Observations $X_t \in \mathbb{R}^N$, $t = 1, \cdots, T$, diffusion step $n$, neighbourhood size $\epsilon$, embedding dimension $l$
\item \textbf{Output:} Embeddings $\{\Psi_{\ell,n}(X_t), t = 1, \cdots, T\}$
\end{itemize}

1: At each time $t$, estimate a distribution $p(X_{t|\beta_t})$ (using either moving average (MA), Bayesian generative model with AR process prior (BAR), or Gaussian Process prior (BGP) to infer $\beta_t$)
2: Compute the $T \times T$ matrix $W$, where $W_{ij} = \exp\left(-D[p(X_{j|\beta_t})||p(X_{j|\beta_i})]+D[p(X_{i|\beta_t})||p(X_{i|\beta_i})]\right)$
3: Set $D = \text{diag}\left\{\sum_{\tau=1}^{T} W_{\ell, \tau}\right\}$ and compute the normalized kernel $W_{\text{norm}} = D^{-1/2}W D^{-1/2}$
4: Keep the top $\ell$ non-trivial eigenvalues $\lambda_{\ell}$ and eigenvectors $\varphi_{\ell} \in \mathbb{R}^T$ of $W_{\text{norm}}$, $j = 1, \cdots, \ell$, and construct the corresponding diffusion maps embedding $\Psi_{\ell,n}(X_t) = (\lambda_{\ell}^i \varphi_{\ell,1}, \lambda_{\ell}^2 \varphi_{\ell,2}, \cdots, \lambda_{\ell}^T \varphi_{\ell,T})^T$

\section{IV. Applications}
The proposed framework is applied to a toy example and two real-world applications. In the synthetic example, we show that the estimated diffusion distance between data points recovers the geodesic distance on the statistical manifold, where IGDR [13] is used as a baseline method. In the first real-world application, we analyze a well-know music piece, where we estimate the diffusion distance between time points to discover the intra-piece similarities as a function of time. In the second application, the proposed framework is used to discover the different brain states of an epileptic patient based on EEG recordings.

\subsection{A. Synthetic Experiment}
We assume that the data $X_t$ is generated by a zero-mean multivariate Gaussian distribution, with time-evolving covariance matrix $\Sigma_t$, constructed from a GP prior as defined in (24)-(27). We consider observation length $T = 500$, dimension $N = 5$, local latent dimension $K = 3$, and GP length-scale parameter $\tau = 0.02$. The goal is to recover the geodesic distance between data points on the statistical manifold, defined by their corresponding covariance matrices. Because the pairwise symmetric KL distance matrix is needed in both the proposed framework and IGDR, we let both methods know the true $\Sigma_t$ therefore we can focus on the comparison between the two dimensionality reduction schemes. In other words, in this experiment we do not estimate $\Sigma_t$ from the data, but simply assume it is known. The purpose of this test is to compare the diffusion-distance method with IGDR, on the same time-evolving density function.

We apply diffusion maps with the pairwise affinity kernel defined in (6). We consider $n = 200$ and obtain the
low-dimensional embeddings of $X_t$ as defined in (14). The pairwise geodesic distance between data points can be approximated by the Euclidean distances between the corresponding embeddings, as shown in Fig. 1(a). On the other hand, using IGDR, a shortest-path algorithm is executed to find approximate pairwise geodesic distances, followed by classical multidimensional scaling (MDS) methods (i.e., Laplacian eigenmaps [2]) for dimensionality reduction. The approximated pairwise geodesic distances are presented in Fig. 1(b) and used as a comparison. As illustrated in Fig. 1, both methods yield similar distances. However, the running time of the proposed method is a couple of seconds, whereas the running time of IGDR is approximately 400 seconds, because of the $O(T^3)$ complexity required to compute the pairwise shortest-path distances. These computations were performed on a computer with 2.2GHz CPU and 8GB RAM, with all software written in Matlab.

### B. Music analysis

In music information retrieval, automatic genre classification and composer identification are of increasing interest. Thus, one goal is to compute similarities between short intervals at different times of a music piece [35]. For comparison with a previous method, we test our framework on the same music piece used in [35], "A Day in the Life" from the Beatles' album Sgt. Pepper’s Lonely Hearts Club Band. The song is 5 minutes 33 seconds long and sampled at 22.05 KHz. The music piece is divided into 500ms contiguous frames to obtain Mel Frequency Cepstral Coefficients (MFCCs), which leads to 667 available frames overall. As depicted in Fig. 2 (a), 40 normalized (i.e., with zero mean) MFCCs are used as features, yielding $X_t \in \mathbb{R}^N, t = 1, \ldots, T$, where $N = 40$ and $T = 667$.

In this application we compare music analysis based on distances computed directly between MFCC feature vectors, and based upon the statistics of MFCC features within a local temporal window. The motivation of this work is that the local statistics of MFCC features within time moving windows constitutes a better representation of the similarities and differences in the music than distances computed directly on the MFCC features. For the former, we must compute distances between time-evolving distributions, which motivates the methods discussed in Section II.

In Fig. 2(a) we plot the frequency content of the frames of music, as captured via a spectrogram; the spectrogram frequency content is closely related to the MFCC features. By modeling the evolution in the statistics of multiple contiguous frames of frequency content, the hope is that we capture more specific aspects of the music, than spectral content at one point in time. Specifically, the frequency spectrum at one time point may miss statistical aspects of the music captured by frequency content at neighboring times.

In the proposed model, we assume that the frames have a time evolving distribution parametrized by $\Sigma_t$, as in (24). The diagonal elements of $\Sigma_t$ denote the energy content in each frequency band at time $t$, and the off-diagonal elements represent the correlation between different frequency bands. In music, we observe that nearby frames in time usually tend to have similar $\Sigma_t$, whereas, temporally distant frames tend to have different $\Sigma_t$. Thus, the time evolution of $\Sigma_t$ is smooth and modeled with the GP prior. As described in (21)-(23) and (26)-(28), the GP prior explicitly encodes this belief and is utilized to estimate $\Sigma_t$. The length-scale parameter is set to $\tau = 5$, the number of local factors is set to $K = 5$, and the other hyperparameters are set to $c_0 = d_0 = c_0 = f_0 = \sigma_n = 10^{-3}$. Empirically, we find that this model fits the data well and the performance is relatively insensitive to the parameter settings (many different parameter settings yielded similar results). A total of 4000 MCMC iterations are performed, with the first 2000 samples discarded as burn-in. The covariance matrix $\Sigma_t$ is calculated by averaging across the collected samples. Then the pairwise affinity kernel is computed according to (5)-(6), the diffusion-map algorithm is applied, and the diffusion distances are calculated according to (14)-(16).

To demonstrate the advantage of organizing the music intervals based on local statistics, we compare the obtained results to diffusion maps using pairwise affinity kernel constructed with Euclidean distances between the MFCC features directly. Additionally, we compare our method to results from the kernel beta process (KBP) [35]. The KBP does not explicitly learn an embedding, but rather represents the MFCCs at each time in terms of a learned dictionary, yielding a low-dimensional representation. The statistical relationships between pieces of music are defined by the similarity of dictionary usage. The KBP approach models each MFCC frame, but imposes that temporally nearby frames are likely to have similar dictionary usage. The proposed method explicitly utilizes a time-evolving covariance matrix; the subspace defined by that covariance matrix is related to the subspace defined by the KBP dictionary-based method, but the GP model does not explicitly impose dictionary structure (the covariance is allowed to vary more freely).

In Figs. 2(b)-(d) we illustrate the intra-piece relationships as a function of time, based on the three approaches considered. The results in Figs. 2(b)-(c) were computed via the diffusion-based embedding, where (b) used the proposed method of computing distances between data at two points, and (c) used Euclidian distance between MFCC feature vectors. The results in Fig. 2(d) were computed by KBP.

In Figs. 2(b)-(c), the relationship between data at times $t$ and $t'$ is represented as $f(d_{tt'}) = \exp(-\frac{d_{tt'}}{\delta})$, where $d_{tt'}$ represents diffusion distance, and $\delta = 10^{-3}$. This plots the relationship between the data on a scale of [0,1]. In Fig. 2(d) the correlation is shown between the probability of dictionary usage at times $t$ and $t'$, as done in [35].

At the website http://youtu.be/XhDz0npyHmg, one may listen to the music, and examine how the music maps onto the segmentations and relationships in Figs. 2(b)-(d). It is evident that diffusion maps based on Euclidian distance applied directly to the MFCC features, in Fig. 2(c), does not capture the detailed temporal relational information of the proposed approach in Fig. 2(b) and of the KBP approach in Fig. 2(d). Figs. 2(b) and (d) are in good agreement with regard to large-scale behavior, but the proposed method in (b) appears to capture more-detailed temporal structure.
For example, interval [10, 100] seconds consists of a solo, dominated by human voice, whereas the subinterval [30, 42] seconds contains a rhythm different from other parts of the piece. The KBP analysis in Fig. 2(d) is unable to capture the latter detailed structure, but it is clearly evident in the results of the proposed algorithm, in Fig. 2(b). The KBP approach seems to be effective in inferring large-scale temporal relationships, but not as good at distinguishing localized, fine-scale temporal differences. The method by which the diffusion analysis is performed appears to be important, as the results in Fig. 2(c), in which a simple Euclidean distance was used in the diffusion kernel, yield relatively poor results, missing most large-scale and fine-scale details.

To further illustrate this point, we analyze the performance of the three methods in the short interval [65, 75] seconds in Fig. 3. As shown in Fig. 3(a), in the interval [68.5, 71.5] seconds, the human voice harmonics disappear, indicating a break in the singing. Comparing the corresponding distances in Figs. 3(b)-(d), we find that diffusion maps using time evolving statistics capture this break, whereas KBP fails to capture this break. Although diffusion maps based on Euclidean distances between the features capture the break, other false breaks are captured as well. Similar trends and performance can be also found in the intervals [97, 99] seconds and [223, 225] seconds.

The diffusion mapping formulates an embedding space that discovers the low-dimensional manifold of the data. Figure 4 depicts two coordinates of the mapping (14) corresponding to the eigenvectors associated with the largest two non-trivial eigenvalues. For evaluation, we annotated the song with markers indicating whether human voice appears. As depicted in the figure, we find that the second coordinate correlates with human voice. For instance, we observe that the second coordinate is significantly large during the interval [10, 100] seconds, which consists of the voice solo. In addition, the first coordinate correlates with the overall background sounds: it takes small values for the first 312 seconds of the song, and then exhibits a sudden increase when peaky humming appears. Such information can be utilized to interpret the similarity between frames and may be used for other music-analysis tasks. This suggests that the coordinates of the embedding, i.e., the eigenvectors of the graph, indeed represent the underlying factors controlling the music. See http://youtu.be/4uPaLgbMSQw for an audio-visual display of these results.

C. Epileptic seizure prediction

We now consider epileptic-seizure prediction based on EEG recordings. It is important and desirable to predict seizures so that patients can be warned a few minutes prior. Many studies have been conducted in order to devise reliable methods that can distinguish interictal and preseizure states [17]. Recent literature suggests that the correlation between frequency components of EEG signals indicate the underlying brain state [36], [37], [38]. However, because EEG recordings tend to be very noisy, and because the brain activity states and their relationship to the EEG activities are unknown, it is considered a difficult problem without existing solutions [9], [39].

In the present work, we consider intracranial EEG (icEEG) data collected from a patient at the Yale-New Haven Hospital. Multiple electrode contacts were used during the recording; in this work, we focus on the contacts located at the seizure onset area in the right occipital lobe. Discovering the relationships between different areas will be a subject of future research. We study four 60-minute long icEEG recordings with a
Fig. 2. Analysis results of the song “A Day in the Life”. (a) Spectrogram of the song. (b)-(d) Comparison of the pairwise similarity matrices obtained by (b) diffusion maps using time evolving statistics, (c) diffusion maps using Euclidean distances between features, and (d) kernel beta process [35].

The short time Fourier transform (STFT) with a 1024 sample window and 512 sample overlap is applied to obtain features in the frequency domain. The amplitude of frequency components in Delta (0.5-4 Hz) and Theta (4-8 Hz) bands, with 0.25 Hz spacing, are collected for each time frame and used as feature vectors in the following experiments. Thus, the feature vectors $X_t \in \mathbb{R}^{32}$ of the data in the frequency domain are obtained, as shown in Fig. 5(b). The Beta (13-25 Hz) and Gamma (25-100 Hz) bands were also included but empirically showed no significant contribution. In this experiment, two 5-minute intervals from each recording are analyzed: one is the 5-minute interval immediately preceding the seizure onset (preseizure state), and the other is a 5-minute interval located 40 minutes before the seizure (interictal state). Therefore, for each 5-minute interval, we have a set of vectors $X_t \in \mathbb{R}^{N}$, $t = 1, \ldots, T$, where $N = 32$ and $T = 149$. The obtained features are centered, and hence, each $X_t$ is considered as a sample from a zero-mean multivariate Gaussian distribution $\mathcal{N}(0_N, \Sigma_t)$.

In this application, unlike the prior knowledge we have in the music analysis case, we do not have a reliable notion of the way the covariance matrices are correlated at different times. Thus, the only belief we can incorporate into the generative
Fig. 3. Analysis results in the subinterval [65, 75] seconds of the song “A Day in the Life”. (a) Spectrogram of the song. (b)-(d) Comparison of the pairwise similarity matrices obtained by (b) diffusion maps using time evolving statistics, (c) diffusion maps using Euclidean distances between features, and (d) kernel beta process [35].

Fig. 5. (a) A sample recording. The red line marks seizure’s onset, at approximate 56 minutes. (b) The STFT features of the recording.

model is that $\Sigma_t$ are smoothly varying. This information is encoded in two priors, which are used to estimate $\Sigma_t$: A Bayesian approach with a latent variable model using a non-stationary AR process prior (BAR) and an empirical approach using the moving averaging (MA). The former assumes stationarity of the differences between consecutive covariance matrices. The latter assumes local stationarity, i.e., feature vectors within a small window are generated from the same Gaussian distribution.

In our experiments, both models (BAR and MA) are used for covariance matrix estimation in each 5-minute interval. The BAR model is implemented according to (21)-(23) and (29)-(31), where the number of local factors is set to $K=5$ and the hyperparameters are set to $c_0 = f_0 = g_0 = h_0 = 10^{-3}$; 4000 MCMC iterations are performed, with the first 2000 discarded as burn-in. The collection samples are averaged to estimate $\Sigma_t$. Under the MA model, we simply estimate the covariance directly based on the features in a local neighborhood in time, i.e., $\hat{\Sigma}_M = \sum_{s=t-M}^{t+M} X_s X_s^T / (2M+1)$, where $2M+1$ is the length of the window in which local stationarity is assumed to hold. We need to choose $M$ large enough to provide an accurate estimate of $\Sigma_t$ while small enough to
avoid smoothing out the local varying statistics. In practice, we set \( M = 32 \) according to an empirical criterion of being the smallest value that yields sufficient smoothness, formulated by the admittedly \textit{ad hoc} criterion:

\[
\sum_{t=1}^{T} \frac{||X_t^M - \Sigma^{M+1}||_2}{\Sigma_t||X_t^t||_2} \leq 0.05.
\]

Circumventing the need for such criteria is one reason the BAR approach is considered.

In Fig. 6, we present the obtained embedding (by applying Algorithm 1) of multiple intervals of an EEG recording (indexed as recording 1) using diffusion maps based on the time-evolving statistics. We embed three 5-minute intervals: one preseizure interval and a couple of interictal intervals (located 30 and 40 minutes prior to the seizure onset, respectively). The presented scatter plot shows the embedded samples in the space formulated by the 3 principal eigenvectors (setting \( \ell = 3 \) in (14)), \textit{i.e.}, each 3 dimensional point corresponds to the diffusion map of a single feature vector \( X_t \).

We observe that under both models (BAR and MA) the low-dimensional representation separates samples recorded in the preseizure state (colored red) from samples recorded in interictal states (colored blue and green). In both Figs. 6(a) and (b), the embedded samples of the two interictal intervals are located approximately in the same region, with the embedded samples of one of the interictal intervals (colored green) tend slightly towards the embedded samples of the preseizure interval. This result exemplifies the ability of the proposed method to discover the underlying states. Indeed, without prior knowledge of the labeling of the different intervals (preseizure or interictal) and based merely on the recorded signal, the proposed method organizes the signal according to the intrinsic state of the patient.

We remark that the embeddings obtained under MA and BAR models, in Figs. 6(a) and (b), respectively, are different. Under the BAR modeling, the method tends to recover trajectories with similar evolving patterns due to the strong time correlation assumption. On the other hand, under the MA modeling, the method tends to form point clouds resulting from the local Gaussian distribution assumption.

Figure 7 depicts the embedded samples obtained by applying Algorithm 2 using recording 1 as the reference set and recording 2 as the new incoming set. As observed, the new incoming samples are embedded into the same regions as the reference samples from corresponding interval types. For example, we observe in Fig. 7(a) that the new samples of the interictal state interval are embedded close to the reference samples of the interictal state interval. In addition, we observe that the samples of the interictal state intervals are embedded around the origin, whereas the samples of the preseizure intervals are embedded further away from the origin, suggesting that the preseizure state intervals are “anomalies” that tend to stick out from the learned “normal state” model. These properties allow for a simple identification of preseizure samples: preseizure labels can be assigned to new samples when their corresponding embedded points are near the region of preseizure reference samples and far from the origin. As shown in Fig. 7(b), under the BAR modeling, the embedded points have a different representation. In this case, the embedded samples from different intervals form different trajectories. Nevertheless, we can assign labels to new incoming points in a similar manner - based on their distance to the reference trajectories of each state.

We repeat the experiment described above, and extend the new set, interictal 3

From the presented results in Figs. 6 and 7, we conclude that the proposed method indeed discovers the brain activity and enables, merely by visualization in 3 dimensions, to distinguish preseizure states from interictal states. Furthermore, the results imply that the coordinates of the diffusion embedding, \textit{i.e.}, the eigenvectors of the constructed kernel, have a real “meaning” in this application. Similarly to the music application, where the coordinates indicate, for example, the human voice, here they capture different aspects of the intrinsic state of the patient. In the present work, we exploit this representation and devise a simple classification procedure to identify preseizure states, which enables to predict seizures. We remark that a simple algorithm is sufficient since the embedding already encodes the required information and enables to distinguish the different states.

We repeat the experiment described above, and extend the model to three unseen recordings according to Algorithm 2.
As before, recording 1 is used as reference set to learn the model, which in turn is extended to the other three recordings (2-4). In each recording, there is a preseizure state interval whose T samples are labeled as “preseizure” and an interictal interval whose T samples are labeled as “interictal”. By using the labels of the reference samples as training data, we train standard linear classifiers in the low-dimensional embedding space to distinguish samples recorded in preseizure states from samples recorded in interictal states. In our algorithm, the classification boundary is the hyperplane lying in the middle of the two empirical means of the embedded reference samples of each state.

Table I summarizes the detection rate and false alarm rate of the samples from all the recordings. As can be seen, both implementations relying on the MA and BAR modeling perform well in classifying samples into preseizure and interictal states. In general, a larger portion of data samples in the preseizure state interval are correctly identified, while only a small fraction of data samples in the interictal state are identified as preseizure state. Further, we find BAR modeling has an overall higher detection rate while MA has a lower false alarm rate. One reason is in MA, we assume local Gaussian distribution of data samples and smooth variation of controlling parameters, which inhibit sudden changes, thus reducing the probability of detecting anomaly samples. The other reason is the Nyström method used in Algorithm 2 (Step 8) to embed new incoming data samples has the effect of shrinking coordinates’ amplitude (in the reference set, more embeddings lie close to the origin than far away from it). In MA, this causes identifying more new incoming samples as interictal state because of the reference set, interictal state samples are embedded around origin (see Fig. 7). While in BAR, we assume similar evolving patterns of data samples, organizing samples from two state intervals into two trajectories. Therefore, identifying states of new incoming data samples is not affected by the shrinking effect of Nyström method.

An interesting result is that the large portion of embedded samples from a preseizure interval actually reside in the interictal state region. Such a result was observed in other experiments on human collected data. It implies that during the preseizure interval, the subject’s brain tries to maintain the normal state and resist the seizure. As a result, the states of the samples alternate rapidly between normal and anomaly states. Thus, to effectively predict seizures, relying on single samples/time frames is insufficient, and an online algorithm that aggregates a consecutive group of samples is required. For example, it is evident from the results in Table I that tracking the percentage of anomaly samples within a 5-minute interval may be adequate: if the percentage of anomalies is greater than a predefined threshold of 0.35, a prediction of seizure is reported. Designing more sophisticated classification algorithms and testing them on larger dataset with multiple subjects will be addressed in future work.

<table>
<thead>
<tr>
<th>Model</th>
<th>Detection Rate</th>
<th>False Alarm Rate</th>
<th>Detection Rate</th>
<th>False Alarm Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>MA</td>
<td>94.3</td>
<td>26.2</td>
<td>100.0</td>
<td>29.5</td>
</tr>
<tr>
<td>BAR</td>
<td>41.8</td>
<td>20.5</td>
<td>56.0</td>
<td>24.0</td>
</tr>
<tr>
<td></td>
<td>62.3</td>
<td>19.7</td>
<td>62.3</td>
<td>24.6</td>
</tr>
<tr>
<td></td>
<td>48.4</td>
<td>19.7</td>
<td>82.8</td>
<td>23.8</td>
</tr>
</tbody>
</table>

V. CONCLUSIONS

A dimensionality-reduction method for high-dimensional time series is presented. The method exhibits two key components. First, multiple approaches to estimate time evolving covariance matrices are presented and compared. Second, using the Kullback-Leibler divergence as a distance metric, diffusion maps are applied to the probability distributions estimated from samples, instead of samples themselves, to obtain a low-dimensional embedding of the high-dimensional time series. Theoretical and experimental results show that the embedding inferred by this method discovers the underlying factors, which govern the observations, and preserves the geodesic distance between samples on the corresponding statistical manifold. Encouraging results are obtained in two real-world applications: music analysis and epileptic seizure prediction. Especially for the latter application, an online seizure identification system is developed, showing the possibility of predicting epileptic seizures based on time evolving statistics of EEG recordings.

In future work, we will propose models capturing higher order time evolving statistics beyond the covariance matrices.