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Abstract—We develop a new Bayesian construction of the elastic net, with variational Bayesian analysis. This modeling framework is motivated by analysis of gene-expression data for viruses, with a focus on H3N2 and H1N1 influenza, as well as Rhino virus and RSV (respiratory syncytial virus). Our objective is to understand the biological pathways responsible for the host response to such viruses, with the ultimate objective of developing tools for medical diagnosis and for investigating fundamental biology [1]. A principal motivation of this paper is the investigation of gene expression data after the human body has interacted with a virus. Specifically, as discussed in detail in Section VII, after receiving institutional review board (IRB) approval, we inoculated human volunteers with influenza, and took blood samples periodically over several days, with the goal of monitoring the gene expression values of these subjects as the virus-body interaction evolved. Roughly half of the subjects ultimately became symptomatic, and a goal of this study is to infer which genes are important for distinguishing those who become symptomatic versus those who do not.

We performed two independent such influenza challenge studies of the type discussed above, and therefore model construction is performed with one data set, and independent validation is performed with the second. One of the challenges was performed with the H3N2 virus strain, and the other with H1N1. We also performed challenge studies with Rhino virus and RSV (respiratory syncytial virus), and analyze gene-expression data for these viruses as well.

To analyze such gene-expression data, we consider linear regression of the form

\[ y = X\beta + \epsilon \]

where \( X \) is the \( n \times p \) data matrix, each row corresponding to a sample, \( \beta \) is the \( p \times 1 \) regression coefficient vector, \( y \) is the \( n \times 1 \) regression response, and \( \epsilon \) is \( n \times 1 \) additive noise vector (or model error). Here \( n \) is the number of samples and \( p \) is the feature dimension; for the gene-expression problem there are \( p - 1 \) genes, with an additional coefficient for the model offset. In a simple example the components of \( y \) may take on binary values, related to an outcome (we subsequently generalize the model for binary outcomes through use of a probit link function).

The problem of interest is estimation of \( \beta \). When performing linear regression, one is interested in prediction accuracy as well as in model physical/biological interpretation [2]. For example, in gene-expression analysis, since there are typically tens of thousands of genes (\( p \) on the order of tens of thousand) and most of them are irrelevant with the response, it is desirable to only include within the model those genes associated with the biology (suggesting a sparseness constraint on the components of \( \beta \)). Lasso [3] has been proposed to address the feature-selection problem, by imposing a sparseness constraint on the regression coefficients. The objective function of Lasso is

\[ \hat{\beta}(\text{LASSO}) = \arg \min_{\beta} \| y - X\beta \|_2^2 + \lambda \|\beta\|_1 \quad (2) \]

where \( \|\beta\|_1 = \sum_{j=1}^{p} |\beta_j| \) is the \( \ell_1 \) norm of \( \beta \). The \( \ell_2 \) norm in the first term accounts for prediction accuracy, while the \( \ell_1 \) penalty term yields a sparse solution.

Lasso has been employed successfully in many applications in signal processing and machine learning [4], [5]. However, if some relevant features are highly correlated with each other, Lasso tends to arbitrarily select only a few of these [2], ignoring the rest. There are two disadvantages of this: (i) arbitrarily ignoring correlated and equally important features degrades model interpretability, and (ii) including only one or a few of the correlated features may undermine robustness.

In order to achieve sparse and grouped variable selection simultaneously, Zou and Hastie [2] proposed the following Elastic Net criterion:

\[ \hat{\beta}(\text{Naive ENet}) = \arg \min_{\beta} \| y - X\beta \|_2^2 + \lambda_1 \|\beta\|_1 + \lambda_2 \|\beta\|_2^2 \quad (3) \]

The solution is called a naive Elastic Net estimator, and the final estimator is defined as a re-scaled version of the solution of (3). The combination of the \( \ell_1 \) and \( \ell_2 \) penalties in (3) is a compromise between Lasso and ridge regression, and it also makes the optimization problem strictly convex. Theoretical and geometrical reasons are given in [2] for why this optimization criterion can yield sparse and grouped variable selection. In [2], an efficient algorithm (LARS-EN) is also proposed to solve the optimization problem in (3), where \( \lambda_1 \) and \( \lambda_2 \) are two parameters to be tuned via cross validation.

In this paper we are interested in developing a Bayesian construction of the Elastic Net, to complement a recently developed Bayesian construction of Lasso [6]. Authors have earlier attempted to develop a Bayesian Elastic Net construction [7]. However, their method retained the two aforementioned tuning parameters \( \lambda_1 \) and \( \lambda_2 \). Below we demonstrate that a relatively simple extension of the Bayesian Lasso in [6] may be employed to yield a Bayesian Elastic Net, and in so doing one of the tuning parameters may be removed analytically. This simplifies practical model usage significantly, in that setting of tuning parameters is easier.

After developing the Bayesian Elastic Net, it is relatively straightforward to utilize it in typical hierarchical models, that
allow enhanced modeling flexibility. Specifically, for classification problems it is also useful to use the response \( y \) in (1) as an input to a logistic or probit link function [8], [9]. In addition, there are many problems in which we are interested in performing multiple distinct but related regressions. For example, one may be interested in developing a probit-regression classifier for gene-expression data, using a Bayesian Elastic Net model to infer a set of important and possibly correlated genes. The data used to develop multiple such models may be highly related, and this should be exploited within the analysis.

The problem of jointly learning multiple models, exploiting shared information, has been referred to as multi-task learning [10], [11]. We here extend the Bayesian Elastic Net to a multi-task setting. After validating the model based on published gene-expression data, we apply it to our motivating objective of analyzing expression data associated with virus-body interaction, using new data from our challenge studies.

The remainder of the paper is organized as follows. In Section II we review Bayesian Lasso and an earlier version of the Bayesian Elastic Net, this followed by introduction of our proposed model; we also discuss extension of the model to a probit construction. The multi-task framework is discussed in Section III, and the posterior density function is estimated efficiently via variational Bayesian analysis, as discussed in Section IV. In Section V we provide a discussion of how to set model parameters. Several results are presented in Section VI using previously published data. In Section VII we present results on a new and motivating data sets we have collected, using previously published data. In Section VII we present results on a new and motivating data sets we have collected, using previously published data.

In Section VIII conclusions are discussed.

II. BAYESIAN SPARSE LINEAR REGRESSION

A. Bayesian View of Lasso and Elastic Net

From a Bayesian viewpoint, the Lasso model in (2) can be interpreted as a maximum a posteriori (MAP) estimator with Laplace priors placed independently on the components of \( \beta \) [6], [12]. To make the model inference tractable, the Laplace prior is written in the following hierarchical form [6], [12], [13]:

\[
p(\beta | \tau, \gamma) = \prod_{j=1}^{p} \frac{\sqrt{\tau_j}}{2} \exp\left(-\sqrt{\gamma_j \gamma_j | \beta_j|}\right) = \prod_{j=1}^{p} \int N(\beta_j; 0, \tau^{-1} \alpha_j^{-1}) \text{InvGa} \left(\alpha_j; 1, \frac{\gamma_j}{2}\right) d\alpha_j
\]

(4)

Here \( \tau \) is the precision of the additive noise in (1), \( \alpha_j \) is the latent precision parameter for \( \beta_j \), and InvGa(\cdot) denotes the inverse Gamma distribution. Further, Gamma priors may be imposed on individual Lasso parameters \( \gamma_j \); the complete Bayesian Lasso model is expressed as [6], [12]

\[
\begin{align*}
\mathbf{y} &\sim N(\mathbf{y}; \mathbf{X}\beta, \tau^{-1} \mathbf{I}) \\
\beta_j &\sim N(\beta_j; 0, \tau^{-1} \alpha_j^{-1}) \\
\tau &\sim \text{Ga}(\tau; c_0, d_0) \\
(\alpha_j, \gamma_j) &\sim \text{InvGa}(\alpha_j; 1, \frac{\gamma_j}{2}) \text{Ga}(\gamma_j; a_0, b_0)
\end{align*}
\]

for \( j = 1, 2, \cdots, p \). It should be noted that [12] and [6] start with a simpler model where no prior is imposed on \( \gamma_j \). Instead, a fixed parameter \( \lambda \) replaces \( \gamma_j \). The model in (5) is proposed as an extension to the model in [12] by using feature-specific hyperparameters. The hierarchical prior on \( \beta_j \) is also called normal-exponential-gamma distribution [14]. Defining \( \gamma = [\gamma_1, \gamma_2, \cdots, \gamma_p]^\top \) and \( \alpha = [\alpha_1, \alpha_2, \cdots, \alpha_p]^\top \), the full likelihood of Bayesian Lasso becomes

\[
p(\mathbf{y}, \beta, \tau, \alpha, \gamma) = N(\mathbf{y}; \mathbf{X}\beta, \tau^{-1} \mathbf{I}) \text{Ga}(\tau; c_0, d_0) \times \prod_{j=1}^{p} N(\beta_j; 0, \tau^{-1} \alpha_j^{-1}) \text{InvGa} \left(\alpha_j; 1, \frac{\gamma_j}{2}\right) \text{Ga}(\gamma_j; a_0, b_0)
\]

(6)

For the hyperparameters we typically choose \( a_0 = b_0 = c_0 = d_0 = 10^{-6} \), resulting in noninformative Gamma priors. Both Markov Chain Monte Carlo (MCMC) and variational Bayesian (VB) inference algorithms can be derived for the above model [6], [12].

To see more clearly why the above model is the Bayesian version of Lasso, we can integrate out \( \alpha \) and the likelihood becomes

\[
p(\mathbf{y}, \beta, \tau, \gamma) \propto f(\tau, \gamma) \exp\left(-\frac{\tau}{2} \left(\|\mathbf{y} - \mathbf{X}\beta\|^2 + \sum_{j=1}^{p} 2\sqrt{\gamma_j \tau^{-1} |\beta_j|}\right)\right)
\]

(7)

where \( f(\tau, \gamma) = \tau^{n-p} \text{Ga}(\tau; c_0, d_0) \prod_{j=1}^{p} \frac{1}{\gamma_j^{2}} \text{Ga}(\gamma_j; a_0, b_0) \). Thus \( 2\sqrt{\gamma_j \tau^{-1}} \) plays the role of \( \lambda \) in (2). We observe that the log likelihood term is analogous to the optimization criterion of Lasso, except that here adaptive weights are used for penalizing different regression coefficients. This feature-specific shrinkage is also adopted in adaptive Lasso [15].

A natural question arises as to whether a Bayesian Elastic Net model exists, which not only shares the advantages of Bayesian Lasso but also performs grouped variable selection. This problem was first studied in [7], where the Bayesian Elastic Net model was proposed as

\[
\begin{align*}
\mathbf{y} &\sim N(\mathbf{y}; \mathbf{X}\beta, \tau^{-1} \mathbf{I}) \\
\beta_j &\sim N(\beta_j; 0, \tau^{-1} (\alpha_j + \lambda_2)^{-1}) \\
\tau &\sim \text{Ga}(\tau; c_0, d_0) \\
\alpha_j &\sim \eta (\alpha_j / (\alpha_j + \lambda_2))^{2} \text{InvGa}(\alpha_j; 1, \frac{\gamma_j}{2})
\end{align*}
\]

(8)

with \( j = 1, 2, \cdots, p ; \lambda_2 \) and \( \gamma_j \) are two parameters to be tuned via cross validation, and \( \eta \) is a normalizing constant. A similar model was also proposed in a recent paper [16]. The full likelihood of this Bayesian Elastic Net model is

\[
p(\mathbf{y}, \beta, \tau, \alpha, \gamma) \propto N(\mathbf{y}; \mathbf{X}\beta, \tau^{-1} \mathbf{I}) \text{Ga}(\tau; c_0, d_0) \times \prod_{j=1}^{p} N(\beta_j; 0, \tau^{-1} (\alpha_j + \lambda_2)^{-1}) \sqrt{\frac{\alpha_j}{\alpha_j + \lambda_2}} \text{InvGa}(\alpha_j; 1, \frac{\gamma_j}{2})
\]

(9)

Again, by integrating out \( \alpha \), the likelihood becomes

\[
p(\mathbf{y}, \beta, \tau, \gamma) \propto f(\tau, \gamma) \times \exp\left(\frac{-\tau}{2} \left(\|\mathbf{y} - \mathbf{X}\beta\|^2 + 2\sqrt{\gamma \tau^{-1} \lambda_2 + \lambda_2 \|\beta\|^2}\right)\right)
\]

(10)
where \( f(\tau, \gamma) = \tau^{\frac{m+n}{2}} \Gamma(\frac{m+n}{2})^{-1} \Gamma(\frac{m+n}{2})^{-1} \). Here \( 2\sqrt{\gamma^{n-1}} \) plays the role of \( \lambda_1 \) in (3). MCMC inference for this model is derived in [7], [16] and promising results are reported for gene selection.

Although theoretically valid, empirical results show that the Bayesian Elastic Net model in (8) does not yield a solution that is particularly sparse. In this paper, a new Bayesian Elastic Net model is proposed based on the model in (8). Instead of using only one parameter \( \gamma \) for all inverse Gamma distribution, we introduce different \( \gamma_j \) for each precision parameter \( \alpha_j \), and further impose Gamma priors on them, which is analogous to the Bayesian Lasso model in (5). In this way we achieve sparsity and grouped variable selection simultaneously. As a byproduct, we reduce the number of tuning parameters from two to one, since for the new model only \( \lambda_2 \) needs to be tuned (we effectively integrate out \( \lambda_1 \)). Another contribution of this paper is that a variational Bayesian solution is derived for the new Bayesian Elastic Net model, which is computationally more efficient than MCMC (and convergence is much easier to diagnose, as discussed further below).

### B. Proposed Bayesian Elastic Net

Based on the model in (8), we propose a new Bayesian Elastic Net model:

\[
\begin{align*}
\mathbf{y} &\sim \mathcal{N}(\mathbf{y}; X\mathbf{\beta}, \tau^{-1}I) \\
\beta_j &\sim \mathcal{N}(0, \tau^{-1}(\alpha_j + \lambda_2)^{-1}) \\
\tau &\sim \text{Ga}(\tau; c_0, d_0) \\
(\alpha_j, \gamma_j) &\sim \eta \sqrt{\frac{\alpha_j}{\alpha_j + \lambda_2}} \text{InvGa}(\alpha_j; 1, \frac{\gamma_j}{2}) \text{Ga}(\gamma_j; a_0, b_0)
\end{align*}
\]

(11)

again for \( j = 1, 2, \cdots, p \), and with \( \eta \) a normalizing constant. The difference between the above Bayesian Elastic Net and that proposed in [7], [16] is that we impose a Gamma prior on individual \( \gamma_j \) to avoid tuning, which we have found to yield sparse and grouped solutions. The full likelihood of the model is

\[
p(\mathbf{y}, \mathbf{\beta}, \tau, \alpha, \gamma) \propto \mathcal{N}(\mathbf{y}; X\mathbf{\beta}, \tau^{-1}I) \text{Ga}(\tau; c_0, d_0) \\
\times \prod_{j=1}^{p} \mathcal{N}(\beta_j; 0, \tau^{-1}(\alpha_j + \lambda_2)^{-1}) (\alpha_j/(\alpha_j + \lambda_2))^{\frac{1}{2}} \\
\times \text{InvGa}(\alpha_j; 1, \frac{\gamma_j}{2}) \text{Ga}(\gamma_j; a_0, b_0)
\]

(12)

Here \( \lambda_2 \) is a parameter to be tuned by cross validation. One notes that when \( \lambda_2 \) goes to zero, the above Bayesian Elastic Net model reduces to the Bayesian Lasso model in (5). By integrating out \( \alpha \), the full likelihood can be expressed as

\[
p(\mathbf{y}, \mathbf{\beta}, \tau, \gamma) \propto f(\tau, \gamma) \\
\times \exp \left( -\frac{1}{2} \| \mathbf{y} - X\mathbf{\beta} \|^2 + \sum_{j=1}^{p} 2 \sqrt{\gamma_j \tau^{-1}} |\beta_j| + \lambda_2 \| \beta \|_2^2 \right)
\]

and \( f(\tau, \gamma) = \tau^{\frac{m+n}{2}} \Gamma(\frac{m+n}{2})^{-1} \Gamma(\frac{m+n}{2})^{-1} \prod_{j=1}^{p} \gamma_j^{\frac{1}{2}} \text{Ga}(\gamma_j; a_0, b_0) \). The expression related to \( \beta \) has almost the same form as that in (3), except that we assign different weights for individual \( \| \beta \|_2 \), so that each \( \beta_j \) receives a different degree of shrinkage. The idea of adaptive shrinkage for the Elastic Net is also exploited in [17].

We note that a conjugate prior is not available for \( \lambda_2 \), which is why we do not integrate it out, like we did \( \lambda_1 \). However, as we discuss when presenting results, we have found the algorithm to not be overly sensitive to the particular setting of \( \lambda_2 \), and therefore we have performed cross-validation here based on a library of possible \( \lambda_2 \).

### C. Probit Regression

Many sparse and grouped variable selection problems arise in the form of classification instead of regression. For classification problems, there is no observable regression response \( y \); we only have label information \( z = [z_1, z_2, \cdots, z_n]^\top \) with \( z_i \in \{-1, 1\} \), for the binary case, with the basic ideas discussed below extendable beyond binary labels. We extend the model in (11) to the classification problem by introducing a probit link between the latent regression response \( y \) and the observed label information \( z \), similar to the approaches in [12] and [13]. The resulting Bayesian Elastic Net model for probit regression is

\[
egin{align*}
z_i &\sim 1(z_i = \text{sign}(y_i)) \\
y &\sim \mathcal{N}(\mathbf{y}; X\mathbf{\beta}, \tau^{-1}I) \\
\beta_j &\sim \mathcal{N}(0, \tau^{-1}(\alpha_j + \lambda_2)^{-1}) \\
\tau &\sim \text{Ga}(\tau; c_0, d_0) \\
(\alpha_j, \gamma_j) &\sim \eta \sqrt{\frac{\alpha_j}{\alpha_j + \lambda_2}} \text{InvGa}(\alpha_j; 1, \frac{\gamma_j}{2}) \text{Ga}(\gamma_j; a_0, b_0)
\end{align*}
\]

(14)

with \( i = 1, 2, \cdots, n; j = 1, 2, \cdots, p \), and \( 1(\cdot) \) is an indicator function, which equals 1 if the argument is satisfied and is 0 otherwise. Thus \( z_i \sim 1(z_i = \text{sign}(y_i)) \) indicates that \( z_i = 1 \) if \( y_i \geq 0 \) and \( z_i = -1 \) otherwise. It is common to fix \( \tau = 1 \) [13], which can be implemented by assigning large values to \( c_0 \) and \( d_0 \) (e.g., we typically employ \( 10^6 \)).

### III. Multi-Task Learning

The proposed Bayesian Elastic Net may be readily extended to a multi-task setting, in which multiple regression or classification tasks are performed jointly, with variables shared among the tasks. This sharing mechanism allows information borrowing among tasks, enhancing learning. For example, the regression coefficients may differ from task to task, but the sparsity pattern of the regression coefficients can be shared, thereby imposing the belief that irrelevant features are the same or similar among all the tasks and can be pruned jointly [10], [11].

Assume \( M \) tasks, each represented as a regression model:

\[
y^{(m)} = X^{(m)} \beta^{(m)} + \epsilon^{(m)}) \quad m = 1, 2, \cdots, M
\]

(13)

where \( X^{(m)} \) is the \( n^{(m)} \times p \) design matrix for task \( m \) and each row of \( X^{(m)} \) corresponds to a sample; \( n^{(m)} \) is the number of samples and \( p \) is the feature dimension; \( \beta^{(m)} \) is the \( p \times 1 \) dimensional regression coefficients for task \( m; \epsilon^{(m)} \) is the \( n^{(m)} \times 1 \) dimensional additive noise (or error). For classification problems, \( y^{(m)} \) is not directly observed, instead only the label information \( z^{(m)} = [z_1^{(m)}, z_2^{(m)}, \cdots, z_{n^{(m)}}^{(m)}]^\top \) is known (\( z_i^{(m)} \in \{-1, 1\} \)). A Bayesian Elastic Net prior is shared across the \( M \) tasks (the sparseness properties are
shared, but not the exact regression weights. The multi-task
model may be expressed as
\[
\begin{align*}
\bar{z}_i^{(m)} &\sim 1(\bar{z}_i^{(m)} = \text{sign}(y_i^{(m)})) \\
y_i^{(m)} &\sim N(y_i^{(m)}; \langle x_i^{(m)} \rangle^T \beta^{(m)}, (\tau^{(m)})^{-1}) \\
\beta_j^{(m)} &\sim N(\beta_j^{(m)}; 0, (\tau^{(m)})^{-1}(\alpha_j + \lambda_2^{(m)})^{-1}) \\
\tau^{(m)} &\sim \text{Ga}(\tau^{(m)}; \alpha_0, \alpha_0)
\end{align*}
\]
for \(i = 1, 2, \ldots, n^{(m)}; m = 1, 2, \ldots, M\) and \(j = 1, 2, \ldots, p\). The form above is for multi-task classification; for regression we simply
remove the top-level probit layer. Here \(\eta\) is a normalizing constant, and we allow the tuning parameter \(\lambda_2^{(m)}\) in general to be different among different
tasks, although in practice we have set it to a constant independent of \(m\).

In the above discussion, the task-dependent \(\beta^{(m)}\) share
the same Elastic Net prior (the \(\alpha_j\) are shared for all \(M\)
tasks, implying that the multiple tasks share similar nonzero
components \(\beta_j\)). This is appropriate for the examples
considered in Sections VI and VII, but in general it may not
be appropriate that all \(M\) learning tasks share the same
set of \(\alpha_j\). We may alternatively assume \(\alpha^{(m)} \sim G\), where
\(G \sim \text{DP}(\alpha_0 \text{G}_0)\); here \(\alpha^{(m)}\) represents a vector composed of
components \(\alpha_j^{(m)}\), the \(\alpha_j\) associated with task \(m\). The
\(\text{DP}(\alpha_0 \text{G}_0)\) is a Dirichlet Process (DP) [18] prior
with precision \(\alpha_0 \in \mathbb{R}^+\) and base probability
measure \(G_0\). The \(G_0\) may be set as the proposed
Bayesian Elastic Net prior. Specifically, we may constitute
\(G = \sum_{i=1}^{\infty} \pi_i \delta x_i^*\), with the \(\pi_i\) drawn from
a stick-breaking construction [19], with parameter \(\alpha_0\),
and with the \(x_i^*\) drawn from the Bayesian Elastic Net
prior. In this setting the \(M\) tasks cluster, and within each cluster
similar components of \(\beta^{(m)}\) are important, but not in general
different across clusters. While this has not been needed in
our examples, it demonstrates the flexibility of hierarchical
Bayesian construction, into which the proposed Elastic Net
prior may be directly inserted.

IV. VARIATIONAL BAYESIAN INFERENCE

A. Basic model

We present a variational Bayesian (VB) inference algorithm for
the proposed Bayesian Elastic Net model. Variational
Bayesian [20] analysis compromises between inference
accuracy and computational efficiency. The full likelihood
\(p(y, \beta, \tau, \alpha, \gamma)\) for the new Bayesian Elastic Net
model is given in (12). In variational Bayes, we seek a
distribution \(Q(\beta, \tau, \alpha, \gamma)\) to approximate the exact posterior
\(p(\beta, \tau, \alpha, \gamma|y)\). From Jensen’s inequality,
\[
\log p(y) = \log \int Q(\beta, \tau, \alpha, \gamma) p(y, \beta, \tau, \alpha, \gamma) Q(\beta, \tau, \alpha, \gamma) d\beta d\tau d\alpha d\gamma
\geq \int Q(\beta, \tau, \alpha, \gamma) \log \frac{p(y, \beta, \tau, \alpha, \gamma)}{Q(\beta, \tau, \alpha, \gamma)} Q(\beta, \tau, \alpha, \gamma) d\beta d\tau d\alpha d\gamma
\]
\[
= \log p(y) - \text{KL}(Q(\beta, \tau, \alpha, \gamma)|p(\beta, \tau, \alpha, \gamma|y))
\]
Expression (17) is called the variational lower bound. The KL
distance term is nonnegative, and is zero if and only if the two
distributions in it are identical. Furthermore, we assume that
\(Q(\beta, \tau, \alpha, \gamma)\) factors as
\[
Q(\beta, \tau, \alpha, \gamma) = Q(\beta)Q(\tau)Q(\alpha)Q(\gamma)
\]
Then the variational lower bound in (17) becomes
\[
J = \int Q(\beta)Q(\tau)Q(\alpha)Q(\gamma) \log \frac{p(y, \beta, \tau, \alpha, \gamma)}{Q(\beta)Q(\tau)Q(\alpha)Q(\gamma)} d\beta d\tau d\alpha d\gamma
\]
By maximizing the lower bound in (19) with respect to \(Q(\beta),
Q(\tau), Q(\alpha)\) and \(Q(\gamma)\), we can effectively minimize the KL
distance between the approximated posterior \(Q(\beta, \tau, \alpha, \gamma)\) and
the true posterior \(p(\beta; \tau, \alpha, \gamma|y)\). Following the general
update rule of VB inference [20], the update equations for
each \(Q\) function are derived as follows.

1) Update equation for \(\beta\):
\[
Q(\beta) = N(\beta; \mu, \Sigma)
\]
with
\[
\Sigma = \left(\langle \tau \rangle X^T X + \langle \tau \rangle (\text{diag}(\langle \alpha \rangle) + \lambda_2 I) \right)^{-1}
\]
\[
\mu = \Sigma \langle \tau \rangle X^T y
\]
2) Update equation for \(\alpha\):
\[
Q(\alpha) = \prod_{j=1}^{p} Q(\alpha_j) = \prod_{j=1}^{p} \text{InvGaussian}(\alpha_j; g_j, h_j)
\]
with
\[
g_j = \sqrt{\frac{\langle \gamma_j \rangle}{\langle \tau \rangle \langle \beta_j^2 \rangle}}, \quad h_j = \langle \gamma_j \rangle
\]
Here InvGaussian \((\alpha_j; g_j, h_j)\) denotes the inverse Gaussian
distribution with mean \(g_j\) and shape parameter \(h_j\):
\[
\text{InvGaussian}(\alpha_j; g_j, h_j) = \left(\frac{h_j}{2\pi^2 \alpha_j^3}\right)^{\frac{1}{2}} \times \exp\left(-\frac{h_j (\alpha_j - g_j)^2}{2g_j^2 \alpha_j}\right) \quad (\alpha_j > 0)
\]
with \(\langle \alpha_j \rangle = g_j\) and \(\langle \alpha_j^{-1} \rangle = g_j^{-1} + h_j^{-1}\).
3) Update equation for \(\gamma\):
\[
Q(\gamma) = \prod_{j=1}^{p} Q(\gamma_j) = \prod_{j=1}^{p} \text{Ga}(\gamma_j; a_j, b_j)
\]
with \(a_j = a_0 + 1, b_j = b_0 + \frac{1}{2} \langle \alpha_j^{-1} \rangle\) and \(\langle \gamma_j \rangle = a_j / b_j\).
4) Update equation for \(\tau\):
\[
Q(\tau) = \text{Ga}(\tau; c, d)
\]
with
\[ c = c_0 + \frac{n + p}{2} \] \hspace{1cm} (28)
\[ d = d_0 + \frac{1}{2}(\|y - X\beta\|^2) + \sum_{j=1}^{p}(\beta_j^2)((\alpha_j) + \lambda_2) \]
and \( \langle \tau \rangle = c/d. \)

In all equations listed above, \( \langle \cdot \rangle \) means expectation with respect to the \( Q(\cdot) \) functions. Computation of the variational lower bound in (19) is feasible but omitted here.

Calculation of \( \Sigma \) in (21) involves inversion of a \( p \times p \) matrix. In many applications, the feature dimension \( p \) is much larger than the number of samples \( n \), and inversion of a \( p \times p \) matrix is very expensive. By applying the matrix inversion lemma [21], we only need invert a small matrix with dimension \( n \times n \). In this way, computation and storage of the matrix \( \Sigma \) is avoided.

As indicated in [2], the Elastic Net model has the problem of double shrinkage, since ridge and Lasso shrinkage are contrasted with Lasso [3], which is also sparse but it discards multiple correlated features, and therefore Lasso provides less biological interpretation. The ENet involves two parameters, and may be solved by employing the LARS algorithm [2], [22], in which ENet parameter \( \lambda_2 \) is fixed, and one sweeps all ranges of \( \lambda_1 \), and as \( \lambda_1 \) increases the model weights become less sparse. Similarly, Lasso may be solved via LARS, and in this case one sweeps through the single Lasso parameter, again covering a range of sparseness from a single non-zero weight to all weights being non-zero. If \( \lambda_2 = 0 \), the ENet model becomes Lasso. We note this background because the proposed Bayesian ENet has a similar relationship to Bayesian Lasso [6], with the latter manifested if the Bayesian ENet parameter is set as \( \lambda_2 = 0 \). The Bayesian Lasso is typically very sparse, and therefore the setting of \( \lambda_2 \) in the Bayesian ENet controls the degree of model sparseness, with \( \lambda_2 = 0 \) yielding very sparse solutions, and increasing \( \lambda_2 \) yielding less sparse representations. Therefore, analogous to the ENet, as we sweep through increasing \( \lambda_2 \) in the Bayesian ENet, we may test models of decreasing levels of sparseness. Thus, the setting of \( \lambda_2 \) in the Bayesian ENet dictates a desired level of

Here \( \phi(\cdot) \) and \( \Phi(\cdot) \) are the probability density function and cumulative density function for standard normal distribution, respectively. Consequently, \( y \) in (22) should be replaced with its expectation \( \langle y \rangle \), and we should also treat \( y \) as a random variable for the expectation \( \langle \|y - X\beta\|^2 \rangle \) in (27). In addition, the variational lower bound for this model should include the term \(-\sum_{i=1}^{n}(\log Q(y_i))\), which is the entropy of \( Q(y) \). Since only the sign of \( y_i \) is related with the output label \( z_i \), no extra re-scaling step is required in this classification.

The predictive distribution for testing data \( x_\star \) can be expressed as
\[ p(z_\star = 1|\tau, x_\star) = \Phi \left( \frac{x_\star^\top \mu}{(\tau^{-1} + x_\star^\top \Sigma x_\star)^{\frac{1}{2}}} \right) \] \hspace{1cm} (33)
where \( \mu \) and \( \Sigma \) are the posterior mean and covariance of \( \beta \) derived in the variational Bayesian solution; \( \tau \) could be replaced with its expectation \( \langle \tau \rangle \). For ‘hard’ decision, we have \( z_\star = 1 \) if \( x_\star^\top \mu > 0 \) and \( z_\star = -1 \) otherwise. Concerning the aforementioned lack of rescaling for the case of classification, note that the accuracy of the probability in (33) is difficult to test; therefore, it is possible that rescaling may be necessary to make this probability accurate (but the assessment of such accuracy is difficult). As indicated, in practice we often simply threshold the label decision at a probability of 0.5, and this was done with success in all examples presented below.

The VB solution to the multi-task case is a relatively direct extension of that for the single-task model discussed above. A main difference is that the posterior for \( \alpha_1 \) now is a generalized inverse Gaussian (GIG) distribution with statistics collected from all \( M \), instead of a inverse Gaussian distribution in (23).

These details are omitted here for brevity.

V. SETTING PARAMETERS

This paper is motivated by the original Elastic Net (ENet) [2], which builds regression or classification models based on a sparse set of correlated features. This should be contrasted with Lasso [3], which is also sparse but it discards multiple correlated features, and therefore Lasso provides less biological interpretation. The ENet involves two parameters, and may be solved by employing the LARS algorithm [2], [22], in which ENet parameter \( \lambda_2 \) is fixed, and one sweeps all ranges of \( \lambda_1 \), and as \( \lambda_1 \) increases the model weights become less sparse. Similarly, Lasso may be solved via LARS, and in this case one sweeps through the single Lasso parameter, again covering a range of sparseness from a single non-zero weight to all weights being non-zero. If \( \lambda_2 = 0 \), the ENet model becomes Lasso. We note this background because the proposed Bayesian ENet has a similar relationship to Bayesian Lasso [6], with the latter manifested if the Bayesian ENet parameter is set as \( \lambda_2 = 0 \). The Bayesian Lasso is typically very sparse, and therefore the setting of \( \lambda_2 \) in the Bayesian ENet controls the degree of model sparseness, with \( \lambda_2 = 0 \) yielding very sparse solutions, and increasing \( \lambda_2 \) yielding less sparse representations. Therefore, analogous to the ENet, as we sweep through increasing \( \lambda_2 \) in the Bayesian ENet, we may test models of decreasing levels of sparseness. Thus, the setting of \( \lambda_2 \) in the Bayesian ENet dictates a desired level of
model sparseness, much as within the ENet the stopping point of the LARS algorithm specifies a degree of sparseness.

Additionally, as for the original ENet, one may use cross validation to set \( \lambda_2 \) in the Bayesian ENet. In the context of such cross validation, the Bayesian ENet has the advantage of only requiring the setting of a single parameter. In the experiments presented below, we employ cross validation to set \( \lambda_2 \) in the Bayesian ENet. The range of \( \lambda_2 \) considered in this cross validation is selected as to test a range of different levels of sparseness, with a similar consideration required in the original ENet. In practice multiple \( \lambda_2 \) may yield comparable cross-validation performance, and therefore the selection of the \( \lambda_2 \) used is dictated by the desired level of model sparseness, which is linked to the interpretability of the model in terms of underlying biological pathways.

VI. EXPERIMENTS ON PUBLISHED DATA

A. Simulation data

Our first example is from the original Elastic Net paper [2]. We simulate data from the following model:

\[
y = X\beta + \sigma \epsilon
\]  

(34)

where \( X \) is a matrix of dimension \( n \times p \) with \( n = 500, p = 40 \), \( \epsilon \sim \mathcal{N}(0, 1) \) and \( \sigma = 15 \). The first 50 samples are used for training, the second 50 samples are used for validation when tuning the parameter \( \lambda_2 \), and the remaining 400 samples are used for testing. The predictors (design matrix) are simulated as follows:

\[
X_i = Z_i + \omega_i \quad \mathcal{N}(Z_1, 0, I) \quad \omega_i \sim \mathcal{N}(0, 0.01I)
\]

\[
X_j = Z_2 + \omega_j \quad \mathcal{N}(Z_2, 0, I) \quad \omega_j \sim \mathcal{N}(0, 0.01I)
\]

\[
X_k = Z_3 + \omega_k \quad \mathcal{N}(Z_3, 0, I) \quad \omega_k \sim \mathcal{N}(0, 0.01I)
\]

\[
X_m \sim \mathcal{N}(X_m, 0, I)
\]

(35)

where \( i = 1, 2, ..., 5; j = 6, 7, ..., 10; k = 11, 12, ..., 15 \) and \( m = 16, 17, ..., 40 \). Here \( X_i \) denotes the \( i \)-th column of \( X \), with dimension \( n \times 1 \). The ground truth of the regression coefficient \( \beta \) is set to be \( \beta = [3, 3, \cdots, 3, 0, 0, \cdots, 0]^{\top} \) with first 15 elements equal to 3 and the rest 0. Therefore there are three equally important feature groups \((1 \sim 5, 6 \sim 10, 11 \sim 15)\), and within each group there are five highly correlated members. The last 25 features are pure noise \((m = 16, 17, ..., 40)\). In the cross-validation, we use a candidate list \([0, 10, 50, 100]\) to choose \( \lambda_2 \) from in the validation set. For different runs of the experiment, the choice of \( \lambda_2 \) may be different, but \( \lambda_2 = 0 \) is never chosen. The performance measure is the residue in the testing set:

\[
Err = \frac{1}{n} \| y' - X'\hat{\beta} \|^2 - \sigma^2
\]

(36)

where \( X' \) and \( y' \) are design matrix and response in the testing set, with \( n' = 400 \). The parameter \( \sigma^2 \) is subtracted because the first term contains residue caused by the model itself (the additive noise). Thus Err accounts for the mismatch between the estimated model (\( \hat{\beta} \)) and the true model (\( \beta \)). We generated 50 data sets independently, and for each data set we can calculate one Err. We then employ the median of these 50 Err as the performance measure. In this experiment, 100 such runs are performed, with results summarized in Table I. It is observed that both ENet and Bayesian ENet are effective at extracting the relevant features, with the Bayesian ENet yielding slightly better fitting accuracy. Each of the 15 features inferred by the ENet and Bayesian ENet are consistent with truth, while only three of the 8 from Bayesian Lasso are.

B. Single-task gene analysis

We consider the leukemia data in [23], which consists of 7129 genes and 72 samples. There are 38 samples in the training set and 34 samples in the testing set. The samples consist of two groups, one is type-1 leukemia (ALL) and the other is type-2 leukemia (AML). F-score pre-screening is performed in the training set to select the most important 1000 genes, which is used for probit regression modeling (we also show results below for which the Bayesian Elastic Net is directly applied to a data set of 12,023 genes, with no pre-pruning). The design matrix \( X \) is composed of the normalized gene-expression values, with the first column being all ‘1’s to account for the bias term, and \( \beta \) contains the weights on the bias and gene features. We use a candidate list \([0, 10, 50, 100]\) to choose \( \lambda_2 \). For each candidate, a ten-fold cross-validation is applied and an averaged validation error on the ten-fold is obtained. Then \( \lambda_2 \) is chosen as the candidate that gives minimum validation error. If multiple candidates give the same validation error, then the candidate that results in more selected genes will be used for better model interpretation and robustness. After this cross-validation, \( \lambda_2 = 10 \) is chosen.

The validation and testing results are given in Table II, for the proposed Bayesian Elastic Net (ENet), for Bayesian Lasso [6], for the original ENet [2], and for the support vector machine with feature selection (SVM-RFE) [24].

From Table II we note that the overly sparse Bayesian Lasso gives inferior results, while the Bayesian ENet, ENet
and SVM-RFE yield comparable performance. The SVM-RFE is an iterative algorithm, and the stopping point is often difficult to ascertain. Additionally, in [2] the authors coded the type of leukemia as a $0 - 1$ response $y$, and rescaling was required, with this not needed for the Bayesian ENet with probit regression. We argue that the probit link adopted here (see Section II-C) is a more principled way to deal with classification problems, and this paper is (to our knowledge) the first to combine probit regression with the Elastic Net model.

The nineteen genes selected by the Bayesian ENet are: X95735, U50136, Y12670, M23197, D49950, X85116, M55150, M16038, X17042, M80254, L08246, U82759, M22960, M84526, U46751, M27891, M3652, Y00878, M81933. Genes in boldface are also reported in [23].

C. Multi-task gene analysis

We apply the multi-task Bayesian ENet model introduced in Section III to gene-expression data for small round blue cell tumors [25]. These data were previously used in [11]. There are four classes of samples: Ewing family of tumors (EWS), neuroblastoma (NB), rhabdomyosarcoma (RMS) and Burkitt lymphoma (BL) which is a subset of non-Hodgkin lymphoma. There are 63 training samples and 20 testing samples, each sample containing 2308 gene-expression values.

The goal of the analysis is to identify a small set of genes that can classify different types of tumors. This multi-category classification problem can be reformulated as a multi-task learning problem, each task learning a one-versus-all binary classifier. The classification results in all tasks are combined to give the final multi-category classification result using the classifier directly (rather than multiple binary classifiers).

The nineteen genes selected by the Bayesian ENet are: X95735, U50136, Y12670, M23197, D49950, X85116, M55150, M16038, X17042, M80254, L08246, U82759, M22960, M84526, U46751, M27891, M3652, Y00878, M81933. Genes in boldface are also reported in [23].

TABLE III
MULTI-TASK CANCER DATA

<table>
<thead>
<tr>
<th>Method</th>
<th>Validation Error</th>
<th>Testing Error</th>
<th># Genes Used</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bayesian ENet</td>
<td>0/63</td>
<td>0/20</td>
<td>42</td>
</tr>
<tr>
<td>Bayesian Lasso</td>
<td>4/63</td>
<td>2/20</td>
<td>4</td>
</tr>
<tr>
<td>SMALR</td>
<td>0/63</td>
<td>0/20</td>
<td>20</td>
</tr>
</tbody>
</table>

who provided informed consent; one of these challenges was performed with the H3N2 virus and the other with H1N1. On the day of inoculation, a dose of influenza manufactured and processed under current good manufacturing practices (cGMP) by Bayer Life Sciences, Vienna, Austria) was inoculated intranasally per standard methods. Subjects were not released from quarantine until after the 216th hour. Blood and nasal lavage collection continued throughout the duration of the quarantine. All subjects received oral oseltamivir (Roche Pharmaceuticals) 75 mg by mouth twice daily prophylaxis at day 6 following inoculation. All patients were negative by rapid antigen detection (BinaxNow Rapid Influenza Antigen; Inverness Medical Innovations, Inc) at time of discharge. For the first study 17 individuals participated, and in the second 19 individuals participated.

Subjects had the following samples taken 24 hours prior to inoculation with virus (baseline), immediately prior to inoculation (pre-challenge) and at set intervals following challenge: peripheral blood for serum, peripheral blood for PAXgene™, nasal wash for viral culture/PCR, urine, and exhaled breath condensate. Peripheral blood was taken at baseline, then at 8 hour intervals for the initial 120 hours and then 24 hours for the remaining 2 days of the study. All results presented here are based on gene-expression data from blood samples. Further details of this study, as well as additional related studies, are discussed in [26]. Specifically, in [26] separate data were reported for Rhino virus and for RSV; the data from these two viruses will also be considered below.

B. Single-task classification analysis

We first consider the accuracy of the classification model, by training on H3N2 data and testing on independent H1N1 data. This analysis was performed using all 12,023 genes from the gene-expression data. In the analysis presented here, we focus on data collected at 93.5, 101, and 108 hours after inoculation, this corresponding to the time period when symptoms are first observed clinically, for those who become symptomatic. We use this time period because the different subjects manifested initial symptoms at different times, and in the above time window all subjects here became symptomatic had manifested symptoms. The objective of the classifier was to distinguish those individuals that who were symptomatic with influenza with those who were not. While we are interested in these classification results, our principal interest is in understanding the biological pathways responsible for distinguishing symptomatic and asymptomatic individuals. Hence, while classification performance is important, understanding the important...
TABLE IV
PERFORMANCE ON INFLUENZA DATA GENERATED IN THIS STUDY, NEAR TIME OF SYMPTOM ONSET. TRAIN ON H3N2 VIRUS DATA, TEST ON H1N1 VIRUS DATA.

<table>
<thead>
<tr>
<th>Method</th>
<th>Training Error</th>
<th>Testing Error</th>
<th># Genes Used</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bayesian ENet</td>
<td>0/51</td>
<td>4/57</td>
<td>102</td>
</tr>
<tr>
<td>Bayesian Lasso</td>
<td>0/51</td>
<td>5/57</td>
<td>1</td>
</tr>
<tr>
<td>ENet</td>
<td>0/51</td>
<td>4/57</td>
<td>100</td>
</tr>
<tr>
<td>Lasso</td>
<td>0/51</td>
<td>5/57</td>
<td>20</td>
</tr>
<tr>
<td>RVM</td>
<td>0/51</td>
<td>5/57</td>
<td>1</td>
</tr>
<tr>
<td>SVM-RFE</td>
<td>0/51</td>
<td>4/57</td>
<td>16</td>
</tr>
</tbody>
</table>

genes inferred as useful via the classifier is our principal concern in this study. This has motivated development of the Bayesian ENet (and also was the motivation for the original ENet [2]). The practical application of this work is the goal of diagnosing people as being symptomatic with a virus, as opposed to, for example, a bacteria; the clinical symptoms for these two case are often similar. Our goal is to develop genomic tests that exploit the known host pathways of influenza and related viruses, to improve diagnosis (this is discussed further in the Conclusions).

In Table IV we show classification results using the proposed Bayesian ENet, Bayesian Lasso [6], the original ENet model [2], Lasso [3], the relevance vector machine (RVM) [27], and the SVM with feature extraction (SVM-RFE) [24]. In addition to the testing accuracy, we emphasize the number of genes inferred as important via the model. Specifically, note that the RVM and Bayesian Lasso only infer a single gene, and therefore these are of very little value for biological interpretation. For the ENet we set $\lambda_2 = 10$, and we set $\lambda_1$ such that 100 genes were extracted (the ENet analysis was performed using LARS [2], and therefore we may set $\lambda_1$ as to infer a desired number of genes, here 100). Similarly, the Lasso results were also computed using LARS, and again we may stop it such that a desired number of genes are employed. However, importantly, the genes selected by Lasso are not correlated [2], and therefore these are not useful for biological interpretation (one will not readily find the expected correlated genes associated with a biological pathway). Therefore, while one may (here) select 20 genes with Lasso, there are of little additional interpretative value than the single gene associated with Bayesian Lasso and with the RVM, and this limitation of Lasso was the motivation for the original ENet. We also note that the number of genes selected for SVM-RFE is also arbitrary, due to the selected stop criterion in the iterative algorithm.

Therefore, we note ENet, Lasso, and SVM-RFE each require one to stop the model with a specified number of important genes. The proposed Bayesian ENet also has a related issue in the selection of $\lambda_2$, with as mentioned $\lambda_2 = 0$ corresponding to Bayesian Lasso (see Section V). In Table IV we report results for $\lambda_2 = 10$, but a very similar set of important genes was found for $\lambda_2 \in [10, 20, 30]$.

Concerning biological significance, the 50 genes with largest model weights, as inferred via the Bayesian ENet are: OAS1, IFI44, DDX60, IFI44L, RTP4, IFIT1, GBP1, LY6E, RSAD2, SCO2, TRIM22, IFITM1, IFIT3, ISG15, MS4A4A, IFI6, PSME2, XAF1, IFIT5, IFITM3, HERC5, IFI27, SERPING1, PMS1R1, OAS3, STAT1, ZCCHC2, HUMISGF3A, OASL, C1QB, SIGLEC1, AIM2, OAS2, MX1, LOC26010, SMPDL3A, C1orf18, LAP3, TDRD7, PARP12, PSME1, VAMP5, IRF7, SAT1, SMAD1, BLVRA, IDH2, C1QA, MT2A and TAP1. The ENet results inferred a similar set of genes, for the settings associated with Table IV.

A particular challenge of microarray-based gene expression
signature experiments is to relate the selected genes to the relevant disease state. Thus, to examine the biological significance of these genes, and the inferred biological pathway, we used GATHER™ (www.gather.genome.duke.edu) and Genego™ (www.genego.com) to evaluate the relationship of the aforementioned gene list to various biologic processes. These programs utilize curated available scientific literature regarding known gene relationships and disease pathways to infer the relative likelihood that the genes in a given set are related, and with which known pathways or biologic processes the genes are associated. Gene sets derived from the Bayesian ENet, and the original ENet were analyzed using the above described methods, with representative pathways and relationships shown in Figures 2 for the Bayesian ENet. For the purposes of inferring biologic plausibility, a genset that is less sparse often provides superior results (i.e., strength of association with the categories of “response to virus” and “immune system process” is greatest with the Bayesian ENet). However, should the goal be to maximize sparseness without loss of inference to biologic plausibility, the Lasso process gene set remains biologically related to host response to viral infection with inclusion of key genes such as OAS1, GBP1 and RTP4.

Specifically, GATHER analysis shows that 23 of the top 50 genes in the Bayesian ENet results are classified in the represented clustered into the gene ontology (GO) category 0009607 (response to biotic stimulus). When using the original ENet and the Lasso models, the number of genes in this GO category are 14 and 6, respectively, indicating a loss of specificity when sparseness is increased. Pathway analysis further implicates specific antiviral immunity pathways as major components of the factors selected by the Bayesian ENet and the original ENet models. Interferon response pathways (shown in Figure 2 as triggered by STAT-1, a transcription factor) are well established as primary elements of host response to viral infection [28]. Sensing of viral infection involves a complex positive feedback loop, with sensing of viral dsRNA by the RNA helicases RIG-1 and MDA-5 and subsequent triggering of interferon production. This results in activation of STAT-1 and other transcription factors, and induction of antiviral immune response genes such as MxA and OAS to result inhibition of viral replication [29]. In contrast, the top pathway identified when using Lasso, the DNAJB6 pathway, is most closely associated with cellular response to stress.

C. MTL analysis and pan-viral pathway

The following example is the principal motivation for developing the multi-task Bayesian ENet. Specifically, we consider the gene expression data from H3N2 and H1N1, as discussed above, while also considering Rhino virus and RSV gene expression data from similar challenge studies, as summarized in [26]. For the latter two data we also consider time samples at points for which all symptomatic samples are manifesting symptoms. For Rhino this corresponds to samples at times 48, 72 and 96 hours, and for RSV 132, 141.5 and 165.5 hours. The total number of samples for H3N2, H1N1, Rhino and RSV are 51, 57, 65 and 36, respectively. Our objective is to infer a “pan-viral” [26] set of genes that are consistently important across these four viruses. To do this, we build four classifiers in a multi-task setting, with the goal of distinguishing symptomatic and asymptomatic subjects for each viruses, with all four classifiers learned jointly. While we may perform various forms of model testing (e.g., leave-one analysis), and all such analyses we have considered yield classification performance analogous to the results summarized in Table IV, here our principal objective is in inferring and interpreting the common biological pathways between these four viruses. Again, the limitations of Lasso, Bayesian Lasso and the RVM for this task (they are each too sparse, and hence not biologically interpretable) has motivated the ENet and proposed Bayesian ENet (but the original ENet cannot be employed for the multi-task analysis). Note that the multi-task analysis assumes that the genes associated with relevant pathways may be shared between the four viruses, but the specific classifier weights on the genes are virus specific, for each of the four viruses considered.

For a setting of $\lambda_2 = 10$ (with similar results manifested with other values of $\lambda_2$, as discussed above), the following were inferred as the 50 most important genes for the “pan-viral” pathway: RSAD2, OAS1, IFI44L, RTP4, IFIT3, IFITM1, IFI44, PLSCR1, LY6E, ISG15, P2RX5, IFI27, GBP1, KIAA0125, APOBEC3A, EPB41L3, IFIT1, XAF1, PSMB9, TRIM22, SERPING1, HERC5, OASL, SCO2, IFI6, DDX60, BLK, MS4A4A, TNFRSF9, BLVRA, LOC26010, MX1, C1Q, OAS3, IRF7, VAMP5, IFIT5, SMPDL3A, FER1L3, UBE2L6, SIGLEC1, C13orf18, PSME2, IFI35, C1QB, BST2, OAS2, PNOC, RRAS and SRBD1.

In Figure 2 we relate these genes to an inferred pathway, in the manner discussed above. This inferred pathway is deemed to be of high accuracy as the strength of association of the multi-task gene list with this pathway is quite robust (z-score [an indication of how many genes in the gene list are represented in a particular network] 76.83). The top represented pathway, the ISG15 pathway in Figure 2, is highly involved in viral immunity as it is activated by initial viral sensing and subsequent interferon production. ISG15 is known to target the influenza A protein NS1 and result in limitation of viral replication [30]. Clear overlap is seen with the top pathway identified from analysis of the influenza specific data (Figure 1).

D. Computation time

The VB inference employed for the Bayesian ENet is relatively efficient. All computations have been run in non-optimized Matlab on a desktop PC. To give a sense of the level of required computations, for the multi-task influenza experiment above we, we used all 12,023 genes. For a fixed $\lambda_2$, the algorithm required approximately 40 minutes, for 5000 VB iterations. The number of VB iterations was set to be large enough such that convergence was assured (more than absolutely necessary to get good results).

VIII. Conclusion

The Elastic Net model developed in [2] has been extended to a Bayesian version, with the number of model parameters...
reduced from two to one. Efficient inference is performed using a variational Bayesian analysis. Having developed a Bayesian framework, the model is readily inserted into hierarchical Bayesian settings. For classification problems we have employed a probit link function, and when simultaneously building multiple related models, a multi-task Bayesian Elastic Net has been developed.

The analysis of the virus data discussed in Section VII was the principal motivation for this research. Our goal is to infer a biological pathway(s) responsible for the host response to virus, with the goal of developing a diagnostic tool for virus, with the ability to interpret and gain insights from the inferred pathways is critical. Using the top 40 genes inferred from the Bayesian ENet analysis of the “pan viral” pathway, we have developed clinically viable polymerase chain reaction (PCR) chips (the use of 40 genes on such chips has motivated our desire for sparse models, but not as sparse as Lasso or Bayesian Lasso). Our early clinical tests with this PCR chip is highly encouraging, and will be reported upon in detail elsewhere.
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