Nonparametric Bayesian Matrix Completion
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Abstract—The Beta-Binomial processes are considered for inferring missing values in matrices. The model moves beyond the low-rank assumption, modeling the matrix columns as residing in a nonlinear subspace. Large-scale problems are considered via efficient Gibbs sampling, yielding predictions as well as a measure of confidence in each prediction. Algorithm performance is considered for several datasets, with encouraging performance relative to existing approaches.

I. INTRODUCTION

There has been significant recent interest in collaborative filtering for matrix completion (see for example [1], [2], [3], [4], [5]). Like the cited papers, we view this from a Bayesian perspective. We note, however, that there has also been recent work viewing this problem from the standpoint of non-Bayesian optimization [6]. Theoretical guarantees have also been recently investigated, most of these based on non-Bayesian optimization [6].

We wish to develop a nonlinear model, and do so in the form of a union of subspaces. To infer the union of subspaces, we employ the Indian Buffet process (IBP) [8], implemented using a truncated Beta-Bernoulli process construction [9], [10].

II. LOW-RANK REPRESENTATION

We consider a model very similar to the PMF developed in [2], [3], with an alternative method for inferring the latent-space dimension $D$, explicitly imposing a low-rank-favoring prior. The real matrix is assumed represented as

$$ X = \sum_{k=1}^{K} (\lambda_k z_k) u_k v_k^T + E \quad (1) $$

where $u_k \in \mathbb{R}^N$, $v_k \in \mathbb{R}^M$, $\lambda_k \in \mathbb{R}$, $E \in \mathbb{R}^{N \times M}$, and $z_k \in \{0, 1\}$. Analogous to [2], [3], $u_k \sim \mathcal{N}(0, \frac{1}{\lambda_k} I_N)$ and $v_k \sim \mathcal{N}(0, \frac{1}{\lambda_k} I_M)$, where $I_N$ is the $N \times N$ identity matrix. Note that the columns of $U$ and $V$ have unit expected $\ell_2$ norm, with the amplitudes absorbed in $\lambda_k \sim \mathcal{N}(0, \beta^{-1})$, with a gamma hyper-prior typically placed on $\beta$. It is possible to explicitly impose that the $u_k$ and $v_k$ are orthonormal [12], but this has proven unnecessary (we have found in our experiments that using $U$ and $V$ to define a linear subspace is sufficient); the imposition of orthonormality comes at significant computational cost. Each component of $E$ is drawn iid from $\mathcal{N}(0, \alpha_0^{-1})$, with a separate gamma hyper-prior employed for $\alpha_0$.

The main distinction with [2], [3] is that here we explicitly impose the belief that $X$ is approximately low rank (approximate because of the presence of $E$). Specifically, $z_k \sim \pi_k$, with $\pi_k \sim \text{Beta}(a/K, b(K-1)/K)$. Through the choice of $a$ and $b$ we impose our prior belief about the rank of $X$. Specifically, by marginalizing out the vector $\{\pi_1, \ldots, \pi_K\}$, one may show that the number of $\{z_k\}_{k=1,K}$ equal to one is distributed Binomial($K, a/(a+b(K-1))$, and the expected number of ones is $aK/(a+b(K-1))$. As $K \to \infty$, the number of non-zero $z_k$ is drawn from Poisson($a/b$). Hence, by setting, $a$, $b$, and $K$, one is making explicit prior statements about the approximate rank of $X$, and posterior inference yields the estimated rank based on the observed data.

III. SPARSENESS & UNION OF SUBSPACES

Letting $X_{-,m}$ represent the $m$th column of $X$, from [1] we have

$$ X_{-,m} = \sum_{k=1}^{K} (\lambda_k z_k) u_k v_k^T + E_{-,m} \quad (2) $$

where $v_{km}$ is the $m$th component of $v_k$. This shows that each column of $X$ resides in a subspace spanned by the columns of $UA^\frac{1}{2}$, where $A = \text{diag}\{\lambda_1^2, \ldots, \lambda_K^2, z_K\}$. Consequently, conditionally on $U$, $A$ and $\alpha_0$, each column of $X$ is drawn

$$ X_{-,m} \sim \mathcal{N}(0, M^{-1}UAU^T + \alpha_0^{-1} I_N) \quad (3) $$

A similar relationship holds with respect to the rows of $X$ and the subspace defined by the columns of $VA^\frac{1}{2}$. A related form was used in the simplified model employed in [5], with each row/column drawn from a Gaussian with fixed covariance/subspace (but with the covariance drawn from an inverse-Wishart prior, rather than via a factor model).

Motivated by the goal of removing the assumption that each row/column of $X$ resides in a fixed linear subspace, [5], [4] employed different GP methodologies to manifest a nonlinear model. Below we focus on a column expansion, recognizing we may also do this with the rows. Further, we consider an alternative approach for removing the linearity assumption: we assume that the columns of $X$ are drawn from a union...
of linear subspaces, with the union manifesting a nonlinear subspace in \( \mathbb{R}^N \).

Motivated by an Indian buffet process (IBP) interpretation \cite{2}, assume we draw \( K \) “dishes” \( \{u_k\}_{k=1,K} \) in the manner discussed above. Further, we draw the \( K \) probabilities \( \{\pi_k\}_{k=1,K} \) also as above. However, rather than having all columns of \( X \) expanded in the same subspace defined by \( U\Lambda^\frac{1}{2} \), we consider a separate \( A_m \) for each column \( m \in \{1, \ldots, M\} \). Specifically, rather than drawing a single binary set \( \{z_k\}_{k=1,K} \), we draw a separate such set for each column. Hence, for column \( m \in \{1, \ldots, M\} \) we draw \( z^{(m)}_k \sim \text{Bern}(\pi_k) \), and \( A_m = \text{diag}(\lambda^2_1z^{(m)}_1, \ldots, \lambda^2_Kz^{(m)}_K) \). The \( m \)-th column is now represented

\[
X_{:,m} = \sum_{k=1}^K (\lambda_k z^{(m)}_k)u_{km} + E_{:,m}
\]

with \( \lambda_k \sim \mathcal{N}(0, \beta_k^{-1}) \), again with a gamma prior on \( \beta_k \). To emphasize the distinction with the linear model, note

\[
X_{:,m} \sim \mathcal{N}(0, M^{-1}U\Lambda_mU^T + \alpha_m^{-1}I_N)
\]

Consider a random binary matrix \( Z \in \{0, 1\}^{M \times K} \), with the \( m \)-th row defined by the draws \( \{z^{(m)}_1, \ldots, z^{(m)}_K\} \). The \( M \) rows are “customers” at an “Indian buffet”, and if \( z^{(m)}_k = 1 \) customer \( m \) tastes dish \( k \), which here corresponds to column vector \( u_k \). This is the IBP model \cite{2}, with an implementation via a Beta-Bernoulli construction; the reader is referred to \cite{3} for a detailed discussion of the relationship between the IBP and Beta-Bernoulli processes, with a related discussion in \cite{4}. An advantage of the IBP construction is that theory exists for the statistics of \( Z \), and hence for the size of each subspace used to represent the columns of \( X \) and the diversity of these subspaces. The model may also be generalized further by considering a power-law IBP \cite{13}; that is left for future research, but it shows the general modeling flexibility of the above construction.

There are additional ways in which the model may be extended for collaborative filtering. For example, let \( z^{(m)}_k = (z^{(m)}_1, \ldots, z^{(m)}_K) \). We may draw \( z^{(m)}_k \sim G \), with \( G \sim \text{DP}(\gamma G_0) \), with \( \text{DP}(\gamma G_0) \) representing a Dirichlet process (DP) with innovation parameter \( \gamma > 0 \) and base measure \( G_0 \). The base measure \( G_0 \) may be a Beta-Bernoulli prior of the form discussed above, manifesting a mixture model \( G = \sum_{i=1}^\infty w_i \delta_{z^*_i} \) with each \( z^*_i \sim \text{Bern}(\pi_i) \) and \( \pi_i \sim \text{Beta}(a/\bar{b}, b(K-1)/K) \) and \( \sum_{i=1}^\infty w_i = 1 \). In this construction the columns of \( X \) are drawn from a mixture of low-rank Gaussians. In our collaborative-filtering experiments (discussed further below) we found that the performance with the DP construction was essentially the same as that based on the simpler IBP construction above. However, the use of DP-like constructions may be of interest if one has prior information concerning the properties of the rows/columns of \( X \), of particular interest for columns/rows with very few observations \cite{2}. One way to do this is to employ a kernel stick-breaking process \cite{14}; we do not consider this here, but it is also an area for further exploration.

Before proceeding, we note that while this paper focuses on collaborative filtering, research related to the above model has been considered for image analysis, specifically for inpainting, denoising, and compressive sensing \cite{16, 17}. In that case rather than considering rows/columns of a matrix \( X \), a dictionary analogous to \( \{u_k\}_{k=1,K} \) is learned for (typically) \( 8 \times 8 \) blocks in the image. In \cite{17} it was demonstrated that the IBP construction outlined above, applied to image processing, yields state-of-the-art performance. We here extend that model to collaborative filtering and related matrix applications, again demonstrating state-of-the-art performance (discussed in Section \ref{sec:results}). We believe this represents a statement about the general power of the IBP construction for learning dictionaries or (here) subspaces.

IV. UNIFYING LOW-RANK & SPARSENESS

In some applications \( M \gg N \) or \( N \gg M \) (e.g., the number of users is typically much larger than the number of movies in a rating system), and therefore the row/column based construction discussed above is computationally attractive (the union of subspaces is implemented with vectors corresponding to the smaller of \( M \) and \( N \)). However, for some problems it is desirable to treat the rows and columns symmetrically.

The column-based expansion discussed above may be represented \( X = US^T_R + E \), where \( U \in \mathbb{R}^{N \times K} \) represents the \( K \) column dictionary elements as above, and the sparse matrix \( S^T_R \in \mathbb{R}^{M \times K} \), with \( m \)-th column defined by \( \{z^{(m)}_1, \ldots, z^{(m)}_K\}^T \). We may also manifest a similar construction with respect to the rows of \( X \), which implies that it should be possible to constitute a symmetric construction, with sparseness imposed simultaneously in the column and row expansion.

Toward that end, we assume the rows of \( U \) may also be expanded in a distinct union of subspaces, again implemented via the Beta-Bernoulli IBP construction. Specifically, we assume \( U = S_LF, \) where \( S_L \in \mathbb{R}^{N \times K'} \) and \( F \in \mathbb{R}^{K \times K'} \). The sparse matrix \( S_L \) is constructed in the same manner as \( S_R \), but details omitted for brevity. We therefore have

\[
X = S_LFS^T_R + E
\]

This model is closely related to that in \cite{11}, with two distinctions: (i) in \cite{11} \( S_L \) and \( S_R \) were binary, where here they are real (but still sparse); and (ii), more importantly, we place an additional requirement on the “feature” matrix \( F \).

In \cite{11}, within the prior the elements of \( F \) are drawn iid from a Gaussian. We have found that we achieve better results on the collaborative-filtering data (movie ratings) if we add the additional assumption that \( F \) is low rank. To do this, we model \( F \) using the low-rank construction in Section \ref{sec:results}. Therefore, this symmetric model employs both sparseness (for \( S_L \) and \( S_R \)) and low-rank (on \( F \)) properties, unifying two distinct lines of research for collaborative filtering. The sparseness is imposed via the IBP, and the low-rank of \( F \) is imposed by a related “spike-slab” construction.

The representation \( X = S_LFS^T_R + E \) may be interpreted as follows. The sparse matrix \( S_L \in \mathbb{R}^{N \times K} \) may be viewed as
representing latent features for the rows of $X$: row $n$ of $S_L$ corresponds to a sparse set of latent features associated with the entity associated with the $n$th row of $X$. Similarly, the $n$th row of $S_R \in \mathbb{R}^{M \times K}$ represents a sparse set of latent features associated with the entity associated with the $n$th column of $X$. The coordinates of these features are defined by $U$ and $V$, but neither of these is explicitly used here. The (typically small) matrix $F$ provides a mapping from the $n$th row of $S_L$ and the $n$th column of $S_R$ to component $(n, m)$ of $X$.

### A. Auxiliary information

In many collaborative-filtering problems we may have feature vectors $r_n \in \mathbb{R}^J$, for $n \in \{1, \ldots, N\}$, with $r_n$ representing observed covariates associated with the $n$th row of $X$. Similarly, we may have $c_m \in \mathbb{R}^J$ for $m \in \{1, \ldots, M\}$, representing features of the $M$ columns. We would like to use this auxiliary information when building the model. Several methods were considered for employing this auxiliary information, and for brevity we only discuss the method that yielded consistently best results. Specifically, consider the model

$$X = S_L F S_R^T + C_L G_L^T + G_R C_R^T + E$$  \hspace{1cm} (7)$$

where $G_L \in \mathbb{R}^{M \times J_L}$ and $G_R \in \mathbb{R}^{N \times J_R}$ are matrices to be inferred. The term $S_L F S_R^T$ may be replaced with any of the methods discussed above for matrix analysis.

#### B. Inference methods

The three methods discussed above are implemented using Gibbs sampling. The conditional density functions used to implement the sampling are analytic for each of the models. The analysis is relatively computationally efficient (run on PCs using non-optimized Matlab software), with further details on computation times discussed below when presenting results for each of the datasets considered in our experiments.

V. **Example Results**

### A. Movie ratings

For a fair comparison, with the same test settings, we conducted both the Weak and Strong generalization leave-one-out-per-user tests on both the 1M MovieLens and EachMovie datasets, as defined by Marlin [18] and followed by [11, 19, 4]. In [3] GPLVM was demonstrated to yield superior performance relative to many of the algorithms in the literature, and therefore for brevity here we only compare to the GPLVM results. We also compared our results with the GPLVM on other test settings. Both the root mean squared error (RMSE) and normalized mean absolute error (NMAE) are used as performance measures. The NMAE is calculated based on the predicted discrete ratings.

In [4] the movie genre was considered. In [5] missingness feature vectors were introduced, by the factorization of the binary matrix indicating which ratings are observed. We consider four kinds of auxiliary information: the movie genre; movie missingness features; user metadata which includes age, gender and occupation; and the user missingness features. These auxiliary features were included using the framework in [7].

### Table I

**WEAK GENERALIZATION COMPARISON BETWEEN THE GPLVM AND OUR APPROACHES. THE LOW-RANK MODEL IS DISCUSSED IN SECTION III, THE USER/MOVIE PROFILE MODELS ARE DISCUSSED IN SECTION IV (BASED ON ROWS/COLUMNS), AND THE DUAL-SPARSE MODEL IS DISCUSSED IN SECTION V. THE AUXILIARY DATA ARE HANDLED AS IN [7].**

<table>
<thead>
<tr>
<th>Methods</th>
<th>Settings</th>
<th>NMAE</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>1M MovieLens</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GPLVM</td>
<td>linear</td>
<td>0.4052 ± 0.0011</td>
<td>0.8791 ± 0.0080</td>
</tr>
<tr>
<td></td>
<td>nonlinear</td>
<td>0.4026 ± 0.0020</td>
<td>0.8801 ± 0.0082</td>
</tr>
<tr>
<td></td>
<td>User</td>
<td>0.3983 ± 0.0020</td>
<td>0.8681 ± 0.0074</td>
</tr>
<tr>
<td></td>
<td>Profile</td>
<td>0.3981 ± 0.0032</td>
<td>0.8667 ± 0.0058</td>
</tr>
<tr>
<td></td>
<td>Low</td>
<td>0.3957 ± 0.0065</td>
<td>0.8628 ± 0.0064</td>
</tr>
<tr>
<td></td>
<td>Dual</td>
<td>0.3952 ± 0.0012</td>
<td>0.8621 ± 0.0037</td>
</tr>
<tr>
<td></td>
<td>Sparse</td>
<td>0.3937 ± 0.0030</td>
<td>0.8611 ± 0.0049</td>
</tr>
<tr>
<td></td>
<td>Local</td>
<td>0.3916 ± 0.0021</td>
<td>0.8598 ± 0.0076</td>
</tr>
<tr>
<td></td>
<td>Movie</td>
<td>0.3919 ± 0.0049</td>
<td>0.8621 ± 0.0081</td>
</tr>
<tr>
<td></td>
<td>Profile</td>
<td>0.3933 ± 0.0037</td>
<td>0.8598 ± 0.0082</td>
</tr>
<tr>
<td></td>
<td>Rank</td>
<td>0.3914 ± 0.0056</td>
<td>0.8588 ± 0.0067</td>
</tr>
<tr>
<td></td>
<td>Dual</td>
<td>0.3922 ± 0.0052</td>
<td>0.8584 ± 0.0070</td>
</tr>
<tr>
<td></td>
<td>Sparse</td>
<td>0.3951 ± 0.0074</td>
<td>0.8642 ± 0.0075</td>
</tr>
<tr>
<td></td>
<td>Local</td>
<td>0.3970 ± 0.0059</td>
<td>0.8632 ± 0.0063</td>
</tr>
<tr>
<td></td>
<td>Movie</td>
<td>0.3927 ± 0.0017</td>
<td>0.8612 ± 0.0064</td>
</tr>
<tr>
<td></td>
<td>Profile</td>
<td>0.3923 ± 0.0055</td>
<td>0.8631 ± 0.0063</td>
</tr>
</tbody>
</table>

| EachMovie |          |          |          |
| GPLVM    | linear   | 0.4209 ± 0.0017 | 1.1110 ± 0.0028 |
|          | nonlinear| 0.4179 ± 0.0018 | 1.1118 ± 0.0022 |
|          | User     | 0.4168 ± 0.0028 | 1.1138 ± 0.0080 |
|          | Profile  | 0.4172 ± 0.0018 | 1.1102 ± 0.0047 |
|          | Movie    | 0.4134 ± 0.0027 | 1.1028 ± 0.0047 |
|          | Profile  | 0.4109 ± 0.0005 | 1.0936 ± 0.0050 |

### B. Weak and Strong generalization results

Weak generalization tests the model’s ability for prediction based on the currently observed ratings. Table I shows the weak generalization results for 1M MovieLens, which are averaged over the same 3 partitions used in [18, 11, 19, 4]. The baselines (0000, without auxiliary information) of our four approaches already give better performance and they all improve with adding the user auxiliary information (0011), the movie auxiliary information (1100), or all the available auxiliary information (1111). All four approaches developed here yield similar performance on this dataset.

The Weak generalization results for EachMovie, which are averaged over 3 random partitions as done in [18, 11, 19, 4], are also shown in Table I. Since neither the user metadata nor movie genre on EachMovie are available to the authors, we report the results of both the user profile and movie profile approaches using the baseline (0000) and both missingness features (0101).

Strong generalization tests the model’s ability to adjust for new users, after the initial model has been learned. This is
addressed by sequential learning in our Bayesian approaches, performed by training the model on the ratings of currently observed users with Gibbs sampling, and when new users are introduced into the model; their feature vectors are sampled conditioned on the movie feature vectors, and then their ratings are naturally put into the full likelihood to influence the whole model through Gibbs sampling.

We choose the same test settings as that in [18], [11], [19], [4] for Strong generalization. The comparison between the GPLVM and our user profile and movie profile approaches for the 1M Movielens and EachMovie are shown in Tables II and III, respectively.

We also tested our user profile and movie profile approaches on the 10M MovieLens. Table III shows the results for both the $r_a$ and $r_b$ partitions provided with the dataset, in which 10 ratings per user are held out for testing. Averaged over both partitions, the GPLVM reports the RMSE of 0.8740 ± 0.0278 using a 10 dimensional latent space, while the baselines of our approaches achieve average RMSEs of 0.8539 ± 0.0298 and 0.8499 ± 0.0250.

It is well-known that the ensembles of different predictions could lead to improved performance [19], [4]. Simply averaging the user profile and movie profile approaches’ results shown in Table I the 1M Movielens Weak NMAE and RMSE are reduced to 0.3914 ± 0.0028 and 0.8525 ± 0.0052, respectively. Improvements of this type on other tests are also observed, which are not shown here for brevity.

C. Parameter Settings & Computations

For the baseline movie profile approach with the preset $K = 256$ latent space dimension, one Gibbs iteration in the Weak generalization test takes about 0.25, 8, 25 and 150 seconds on the 100K MovieLens, 1M MovieLens, EachMovie and 10M MovieLens, respectively. All computations were performed on a 2.53GHz E5540 Xeon processor, using non-optimized Matlab software. The first 200 Gibbs iterations are used as burn-in and the following 800 samples are collected for prediction for both the 100K MovieLens and 1M MovieLens. The burn-in & collection iterations for the EachMovie, 10M MovieLens and MLB datasets are 200 & 300, 50 & 100 and 1000 & 500, respectively.

VI. CONCLUSIONS

Three Bayesian approaches are developed for collaborative-filtering problems, along with a principled means of handling auxiliary information. Employing the Indian buffet process, implemented via a Beta-Bernoulli construction, the dimensionality of the underlying latent space is inferred. With the same hyper-parameter settings in all examples, our approaches yield superior performance on widely considered benchmark data sets.
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