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Transistor-based metamaterials with dynamically tunable nonlinear
susceptibility

John P. Barrett, Alexander R. Katko,a) and Steven A. Cummerb)

Department of Electrical and Computer Engineering and Center for Metamaterials and Integrated
Plasmonics, Duke University, Durham, North Carolina 27708, USA

(Received 19 April 2016; accepted 29 July 2016; published online 8 August 2016)

We present the design, analysis, and experimental demonstration of an electromagnetic

metamaterial with a dynamically tunable effective nonlinear susceptibility. Split-ring resonators

loaded with transistors are shown theoretically and experimentally to act as metamaterials with a

second-order nonlinear susceptibility that can be adjusted through the use of a bias voltage.

Measurements confirm that this allows for the design of a nonlinear metamaterial with adjustable

mixing efficiency. Published by AIP Publishing. [http://dx.doi.org/10.1063/1.4960767]

Broadly defined as structures with bulk properties differ-

ent from the properties of their constituent materials, metama-

terials have been used to demonstrate a wide variety of

interesting and exotic properties including negative index of

refraction,1–3 zero index of refraction,4 hyperbolic dispersion,5

and many other results unusual or unattainable with natural

materials.6,7 In turn, metamaterials with these properties have

been utilized to design devices with exciting characteristics,

such as invisibility cloaks,8 super-9,10 or hyperlenses,11 and

time reversal lenses.12,13 The bulk of the early metamaterial

work concentrated on realizing interesting linear effective

properties, but recently the focus has shifted to nonlinear

properties and active control of metamaterials.

Nonlinear metamaterials have been demonstrated rely-

ing on both embedded devices (typically at RF14,15) and

intrinsically nonlinear materials (typically at higher frequen-

cies). The approach of embedding nonlinear circuit elements

at RF has yielded metamaterials with a wide range of useful

characteristics, including harmonic generation,16–18 three-

and four-wave mixing,19–21 phase conjugation,22 RF limit-

ing,23 spatiotemporal solitons,24 and tunable Fano resonance,

as well as tunable resonance characteristics based on both

DC voltage control25 and incident power level.26 The embed-

ded devices at RF have included varactor diodes,22,26,27 PIN

diodes,23 and MEMS devices.28 Nonlinear metamaterials can

be described by effective nonlinear susceptibilities.21,29,30

Using varactor diodes, the effective second-order nonlinear

susceptibility vð2Þm was retrieved and shown to agree with

analytical and perturbative approaches.21,30

Greater control and a wider range of effective properties

can be achieved by moving beyond two-terminal devices. It

has been recently shown that using more complex devices

such as transistors can improve the performance of a nonlinear

metamaterial by increasing its mixing efficiency.31 In this

work, we extend previous work by demonstrating that the use

of transistors embedded in metamaterials provide a wide

range of realizable nonlinear properties. Using the extra

design freedom provided by a transistor, we gain tunability of

nonlinear properties as well as linear properties. In particular,

we show experimentally that a transistor-embedded split-ring

resonator (SRR) can be used to realize a metamaterial with

dynamically tunable nonlinear susceptibility.

For this work, we focus on an n-channel MOSFET (spe-

cifically the BSS83) as the transistor of choice. There are

multiple regions of operation for a MOSFET which depend

on the bias conditions at the terminals, which in turn control

the effective properties of the transistor. The particular oper-

ating region of interest for this work is the subthreshold

region in which VGS < VT , where VT is the threshold voltage

and VGS is the gate-source bias. When a transistor is biased

in subthreshold, the transistor state has not reached the onset

of strong inversion and is either in accumulation, depletion,

weak inversion, or moderate inversion.

There are several models for describing the DC charac-

teristics of a transistor operating in the subthreshold region

which are helpful in determining the approximate incremen-

tal resistance and simplifying the analysis to that of a diode

with a tunable reverse saturation current (Is). The reverse sat-

uration current can change by several orders of magnitude

which will help tune the overall nonlinearity of the system.

The exponential dependence of Is on VGS will result in the

scaling of each term in the Taylor series expansion of the

exponential, resulting in an increase in the generated har-

monic currents through the conductive element. However, if

the drain-to-source voltage (VDS) is small enough, the pri-

mary method of current conduction in the device is capaci-

tive rather than resistive, resulting in the need for developing

a small signal model.

The completion of the small-signal behavior within the

transistor requires determining all the capacitances that are

associated with the MOSFET device. The application of vol-

tages on the various terminals of the MOSFET redistributes

charges, essentially making several tunable capacitors. For

example, changing VGS will change the charge distribution

directly underneath the oxide through the creation of an

inversion layer. The capacitances that are caused by this

charge redistribution are called intrinsic capacitances and

exhibit voltage dependence in very different ways than from

a typical varactor diode.32,33 There are additional capacitan-

ces in the transistor device that are directly caused by the

physical structure of the device (oxide, diodes, etc.) and are
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called extrinsic capacitances which will affect the transistor

operation in addition to the intrinsic capacitances.

Based on how the transistor is embedded within the

SRR (Fig. 1(a)) and electrically connecting the bulk and

source (VDS¼VDB), we will assume that the primary capaci-

tances (Fig. 1(b)) that will be utilized are the intrinsic bulk to

drain capacitance (Cbd) and extrinsic capacitance created

from the bulk-drain diode (Cbde). Both these capacitances are

voltage dependent which will result in the generation of har-

monics when a single frequency sinusoidal signal is applied.

There are other capacitances that will affect the total nonlin-

earity32,33 but for this specific transistor configuration in

which the drain and source are connected by the SRR loop

(Fig. 1), only Cbd and Cbde will be examined as they will be

the dominant capacitances. The calculations for Cbd and Cbde

are shown in the following equations (n is the local sub-

threshold slope, Cox is the oxide capacitance, VT is the

threshold voltage, /t is the thermal voltage, C0 is the zero

bias drain to bulk junction capacitance, VJ is related to the

junction built-in voltage, and M is the exponent in which the

capacitance changes with reverse voltage).33

CbdðVDB;VGSÞ ¼ ðn� 1ÞCgd; (1)

Cgd VDB;VGSð Þ ¼ Cox
1

Cgss ir; ifð Þ
þ 1

Cgsw irð Þ

� ��1

; (2)

Cgss ir; ifð Þ ¼
2

3
1� if� ffiffiffi

ir
p
þ

ffiffiffiffi
if

p �2

" #
; (3)

Cgsw irð Þ ¼ ir
1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ir þ 1
2

ffiffiffi
ir
p
þ 1

q ; (4)

if VPð Þ ¼ ln 1þ e
VP
2/t

� �h i2

; (5)

ir VDB;VPð Þ ¼ ln 1þ e
VP�VDB

2/t

� �h i2

; (6)

VP VGSð Þ ¼ VGS � VT

n
; (7)

Cbde VDBð Þ ¼ C0 1þ VDB

VJ

	 
�M

: (8)

To quantify the strength of the generated harmonics and

assuming that the signal voltage across the terminals is suffi-

ciently small, Cbd and Cbde can be expanded around VDS¼ 0

as a Taylor series.

CðVDSÞ ¼ C0 þ C1VDS þ C2V2
DS þ � � � (9)

Cn ¼
1

n!

@nC

@VDS
n

����
VDS¼0

: (10)

From the frequency domain, the magnitude of current

through a capacitor is proportional to the product of the

capacitance and the voltage (I / CV). If V ¼ V0eixt, then the

current equation becomes

I / C0V0eixt þ C1V2
0ei2xt þ � � �; (11)

resulting in the primary coefficient of interest for second

harmonic generation being C1. From the equations for cal-

culating Cbd and Cbde, C1 can be determined for varying

VGS (Fig. 2). The extrinsic capacitance coefficients are gen-

erally independent of VGS (Eq. (8)) but still contribute to

the total nonlinear capacitance, setting the minimum

amount of nonlinearity in the device. The intrinsic capaci-

tance is the variable element and tunes over a wide range of

values but the transistor should be in moderate inversion to

attain the maximum value of C1 and for Cbd to have stron-

gest impact on the total capacitance.

The values in Fig. 2 are calculated based upon assumed

parameters derived from the measured DC characteristics.

The BSS83 does not have a comprehensive Spice model

which would give many of the parameters needed for the

capacitance calculations. Very precise values of n in Eq. (7)

are necessary for the accurate computation of Cgd and Cbd,

which is difficult to achieve unless the surface potential is

well known. Therefore, we note that we do not expect to

reproduce in the measurement the precise quantitative fea-

tures of Fig. 2. Essential features, however, are that changing

VGS will in turn change the C1 coefficient in the expanded

Cbd expression, modulating the generated second harmonic

Control
Voltage

Control
Voltage

(a) (b) (c)

Lm Cm Rm

Cbd

Cbde

FIG. 1. (a) Schematic, (b) effective circuit model, and (c) fabricated

transistor-loaded SRR. In this work, the transistor is operating in the sub-

threshold region and VDS is 0 forcing the primary current pathways through

the transistor are through the intrinsic (Cbd) and extrinsic (Cbde) capacitan-

ces. The SRR geometry is 4 cm� 4 cm.

FIG. 2. Calculated first order voltage dependent capacitive (C1) coefficient

for the intrinsic (Cbd) and extrinsic (Cbde) bulk to drain capacitance for a

BSS83 transistor (C1 / vð2Þm ). The parameters for the Cbd calculation were

extracted using data collected from DC measurements and the parameters

for the Cbde calculation were provided by the manufacturer.
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current; that this change comes with a threshold in VGS; and

the expected increase in the nonlinear capacitance (which is

tied directly to vð2Þm is on the order of 50%–100%). This analy-

sis also does not take into account short channel effects which

could increase the baseline and change the curvature of C1 for

Cbd as well as introduce a voltage-dependent fringing capaci-

tance between the gate and the drain.32 This fringing capaci-

tance is typically ignored in long-channel MOSFETs but can

play a significant role in short channel devices, particularly if

the device is biased in depletion or weak inversion.

The experimental verification of the work shown in

Ref. 21 was accomplished by examining a three-wave mix-

ing experiment (Fig. 3): two signal generators are used to

produce incident fields at frequencies x1;x2 which are inci-

dent on a nonlinear metamaterial. The fields produced at the

sum frequency xs ¼ x1 þ x2 are proportional to the second

order nonlinear susceptibility vð2Þm for the nonlinear magnetic

metamaterial used in the experiment. We conducted a similar

experiment for a nonlinear subthreshold transistor metamate-

rial by sweeping the signal at x1 from 500 MHz to 1 GHz

while keeping the signal at x2 ¼ 650 MHz, near the resonant

frequency of the transistor metamaterial. The signal at the

sum frequency is measured and converted to the magnetic

field value, using

H ¼
ffiffiffiffiffiffiffi
2P

z0A

r
; (12)

where P is the power of the wave, z0 is the wave impedance

in approximately free space (377 X), and A is the cross-

sectional area of the waveguide, in this case 171.1 cm2.

Following the notation from previous work,21 Hþ3; exp denotes

that the value is experimentally measured after being trans-

mitted through the metamaterial slab and (x1;2) explains that

the measured field is at the sum frequency. This field is

directly proportional to the effective vð2Þm for the metamate-

rial.30 We wish to determine jHþ3; exp ðx1;2Þj as a function of

both frequency and VGS. The metamaterial design has been

previously described in linear transistor work:31 a single

SRR unit cell with an embedded MOSFET and DC bias lines

for the gate to supply a DC VGS (see Fig. 1(c)). The DC bias

lines are isolated using very large resistors which can be

used since the gate to source current is effectively zero and

are configured such that the wires will be perpendicular to

the applied electric field component of the incident wave.

We record the generated sum frequency signal as a func-

tion of x1 and VGS, Fourier process and convert to magnetic

field values using Eq. (12). From the magnetic field values,

we calculate vð2Þm (Fig. 4) using the procedure developed by

Rose et al.21 and Larouche et al.30 When the data in Fig. 4

are compared with previous work,21,30 we see the same qual-

itative behavior: for any individual value of VGS, the sum fre-

quency field has a maximum value near 2fresonant. The data

from Fig. 4 also confirm that we can adjust VGS to dynami-

cally adjust the effective vð2Þm of the metamaterial.

From Fig. 4, the experiments exhibit characteristics that

support the analysis summarized in Fig. 2. First, we experimen-

tally observe a VGS threshold below which vð2Þm and C1 are fixed,

as predicted by the analysis. Second, both the theory and experi-

ment predict steep increases in vð2Þm and C1 on the order of a fac-

tor of two. As expected from not having access to precise

parameter values for the calculations, there are a few quantita-

tive differences between the theory and experiment. The theoret-

ical analysis predicted a dramatic increase of the second-order

nonlinearity when VM0 < VGS < VT , reaching a maximum at

VGS ¼ VT . In the measurements, an increase in the second-

order nonlinearity was observed starting around VGS¼ 0.5 V

(which corresponds approximately to the device entering weak

inversion per our assumed parameters) without ever decreasing.

The rate of change for both vð2Þm and C1 is different as well with

the experimental measurements yielding a vð2Þm modulation that

is much more gradual than the slope of the calculated C1.

FIG. 3. Block diagram showing exper-

imental setup to retrieve vð2Þm .

FIG. 4. Measured vð2Þm for transistor metamaterial with varying VGS.
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These discrepancies are likely explained by our assump-

tion regarding the simplification of the transistor model in

Fig. 1. The main assumptions needed to complete the calcu-

lations required the gate be completely isolated from the

drain and source and that the device was long channel. In

real devices, the extrinsic capacitances between the drain/

source and gate will cause coupling between the terminals

and generate a small voltage on the gate. This gate voltage

will in turn cause additional charge redistribution as well as

bring the nonlinear components of the gate-to-bulk capaci-

tance Cgb into the model. The previously mentioned short

channel effects can also change the extrinsic gate to drain

capacitance from a simple linear capacitance to a nonlinear

capacitance in itself, which will also introduce additional

nonlinearity. An additional minor difference between the vð2Þm

and C1 curves refers to the maximum observed in the calcu-

lations while not being observed in the measurements. This

is simply due to the fact that VGS in the measurements was

always below VT (�1.15 V).

We also note that the measured vð2Þm values in Fig. 4 are

significantly larger than the previously reported values for

varactor-base nonlinear metamaterials.21,30 There are several

reasons for this. The material nonlinearity can be tuned by

manipulating the parameters in the calculation of vð2Þm ¼ Ið2ÞA=
ðVH2Þ where Ið2Þ is the generated second harmonic current, A
is the loop area, V is the unit cell volume, and H is the inci-

dent magnetic flux. The unit cell used in this work has a loop

area that is 50 times larger than the area for the unit cell

described in Refs. 21 and 30, corresponding to an induced

voltage that is 50 times higher which leads to a significant

increase in effective VDS. The bulk-drain diode parameters

also affect the second-order nonlinearity through variations

in the M and VJ from Eq. (8). Combining these effects of

increased SRR loop area, varied structure capacitance non-

linearity, and the effective conductance tunability, this

increase in second-order nonlinearity is expected.

In summary, this work demonstrates a metamaterial

with tunable nonlinear susceptance. Metamaterials using

varactor diodes, as in Ref. 30, present an effective vð2Þm .

However, in order to modulate the vð2Þm of the metamaterial,

it is necessary to alter the characteristics of the charge distri-

bution within the diode element. By using a transistor, we

are able to change the reactive and resistive characteristics of

a nonlinear metamaterial electrically utilizing the additional

terminals. By biasing the device in the subthreshold region,

the effective vð2Þm of a material can be tuned over a significant

range. Control of the nonlinearity can increase the design

space for metamaterials by introducing a way to engineer a

material based upon desired nonlinear, in addition to linear,

characteristics. Future work includes the expansion of the

models based on Enz-Krummenacher-Vittoz (EKV) theory

using harmonic balance-based simulators as well as potential

applications in the development of mixers tunable mixing effi-

ciency and components in the field of nonlinear optics.
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