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Abstract
Power management is important for multicore 

architectures. One important challenge for multicore 
DPM schemes is verifying that they are both safe (can-
not lead to power or thermal catastrophes) and efficient 
(achieve as much performance as possible without 
exceeding power constraints). The verification difficulty 
varies among designs, depending, for example, on the 
particular power management mechanisms utilized and 
the algorithms used to adjust them. However, verifica-
tion effort is often not considered in the early stages of 
DPM scheme design, leading to proposals that can be 
extremely difficult to verify. 

To address this problem, we propose using formal 
verification (with probabilistic model checking) of a 
high-level, early-stage model of the DPM scheme. Using 
the model checker, we estimate the required verification 
effort, providing insight on how certain design parame-
ters impact this effort. Furthermore, we supplement the 
verifiability results with high-level estimates of power 
consumption and performance, which allow us to per-
form a trade-off analysis between power, performance, 
and verification. We show that this trade-off analysis 
uncovers design points that are better than those that 
consider only power and performance. 

1.  Introduction
The prevalence of multicore architectures coupled 

with demands for low power systems motivate the 
development and evaluation of efficient power manage-
ment solutions targeted specifically at multicores. Power 
is managed for several reasons, including to: improve 
power-efficiency, avoid power spikes, increase battery 
life, reduce the cost of providing power to the chip, and 
manage temperature. In this work, we investigate 
dynamic power management (DPM) schemes that can 
cap the peak power usage of a multicore. Providing a 
DPM scheme that caps the peak power can reduce sys-
tem cost by decreasing the cooling and packaging 
requirements, or it can relax the power constraints 
placed on other system components. 

One critical aspect in the development of a new 
DPM scheme is its verification. There are three proper-
ties that we wish to verify. First, we want to verify that 
the DPM scheme is safe. A DPM scheme can be unsafe, 
for example, if it allows the power usage to often exceed 
the allocated budget, or if it allows a core to be assigned 
a voltage or frequency outside of the desired range. Sec-
ond, we wish to verify that the DPM scheme is efficient
in achieving as much performance as possible while not 
exceeding power constraints or violating priority rules 
for provisioning power. A buggy DPM scheme might 
sacrifice more performance than expected. Third, we 
want to verify that the DPM scheme is functionally cor-
rect, such that the same results are obtained with and 
without the DPM scheme. In this paper, we consider 
verification of the first two features. As a concrete 
example of the importance of DPM verification, con-
cerns over Intel’s Foxton DPM scheme [16] led to it 
being disabled in the first Montecito chips [4].1

The current industrial workflow in the development 
of a new DPM scheme is illustrated in the unshaded por-
tion of Figure 1. At an early stage, the focus is restricted 
to maximizing the efficiency of the DPM scheme, with 
limited consideration of its verification. Later, the 
scheme is implemented in detailed, low-level simula-
tors, and verification2 primarily checks whether the 
scheme achieves its efficiency goals. 

The problem with this current workflow is that it is 
prone to missing bugs. First, simulation is by definition 
incomplete as a verification solution, because only the 
states that are reached in a particular simulation path are 
ascertained to be bug-free. Second, if verification feasi-
bility is not considered at design time, the reachable 
state space of the resulting DPM scheme can be enor-
mous, which is problematic. Workflows often have goals 
for achieving minimum coverage, so having more states 

1.  Intel has not officially stated whether the concerns were 
over safety, efficiency, or functionality bugs.

2.  Using a simulator to “verify” a design is sometimes 
referred to as “validation” instead of verification. 
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requires more simulation cycles. If no coverage goal is 
specified, having more states increases the probability 
that undiscovered bugs remain in the design and 
decreases confidence in DPM correctness.

To address the above concerns, we propose the 
introduction of an additional, early step in the develop-
ment of a new DPM scheme. We illustrate this added 
step in the shaded portion of Figure 1. This additional 
step creates, at an early design stage, a high-level model 
of the proposed power management policy which is then 
verified for efficiency and safety using probabilistic 
model checking, an exhaustive formal verification 
method. By performing a high-level verification early in 
the development process, we identify problems when 
they are easier to solve. A high-level model is also much 
easier to develop and modify than a detailed simulator, 
so we can quickly explore numerous designs. 

With the use of the model checker, we estimate the 
effort required to verify the DPM scheme (measured as 
number of reachable states and transitions) enabling a 
better understanding of the impact on verification effort 
of scaling certain design parameters. Furthermore, we 
supplement the verifiability results with a high-level 
estimate of power consumption and performance, which 
enables us to perform a trade-off analysis between 
reaching power, performance, and verification goals. 

Model checking does not eliminate the need to later 
simulate a detailed implementation of the DPM scheme, 
but it can catch bugs early and help the simulation reach 
desired state coverage goals. 

Our main contributions are the following: 
•We propose the use of verification effort as an addi-

tional metric to be considered, together with perfor-
mance, in the early stages of DPM scheme design.
•We investigate and compare the effort necessary to 

verify different DPM algorithms as a function of the 
available mechanisms for adjusting power usage. 
•We evaluate the trade-offs between verification 

effort, efficiency, and safety of the DPM schemes 
mentioned above. 
The rest of this paper is organized as follows. In 

Section 2, we discuss related work. In Section 3, we 
present the type of DPM scheme we investigate and its 
parameters of interest. In Section 4, we explain our 
experimental methodology. In Section 5, we present our 
results, and we conclude in Section 6.

2.  Background and Related Work
Power management is an important issue and thus 

there has been a significant amount of prior work in this 
area. In this section we first present multicore-specific 
power management schemes (Section 2.1). We then dis-
cuss prior work in power management verification 
(Section 2.2). Lastly, we discuss verification-aware 
design in general (Section 2.3). 

2.1  Multicore Power Management
The most straightforward way to manage power in a 

multicore chip is to simply apply well-known single-
core techniques to every core. However, Isci et al. [5] 
observed that such “local” (per-core) management was 
potentially inefficient because it could not take advan-
tage of peak power averaging effects that occur across 
multiple cores. They introduce global schemes in which 
a single, centralized, “global” controller determines the 
power budget and settings (e.g., voltage and frequency) 
for every core. Sharkey et al. [18] provide a more 
detailed evaluation of these global schemes in terms of 
their efficiency. Sartori and Kumar [17] present a proac-
tive scheme for managing peak power in multicore 
chips. They observe that distributed algorithms can be 
used to select the power level allocation for cores and 
that they would be more scalable than algorithms based 
on having a centralized global controller. However, no 
multicore DPM scheme has been analyzed to determine 
its verification effort and to trade-off verifiability against 
other design goals. 

2.2  Verifying Power Management Schemes
There has been a limited amount of prior work in 

verifying DPM schemes. One representative piece of 
Figure 1. Workflow for Development of New DPM 
Scheme. Shaded portions indicate proposed additions.
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work by Shukla and Gupta [20] uses the SMV model 
checker [12] to verify a DPM scheme. We are interested 
in DPM for multicores, whereas their focus is on solu-
tions for unicore systems. Furthermore, we use model 
checking to estimate verification effort and verify a set 
of correctness properties, while they use it to stress the 
optimality bounds of the DPM scheme by constructing a 
worst case task trace. Dubost et al. [3] present a high-
level argument for specifying power management 
schemes in the Esterel language, which facilitates using 
a model checker to verify the designs. They do not dis-
cuss any specific DPM scheme or verification.

One interesting approach to DPM verification is the 
use of probabilistic model checking. With a traditional 
model checker, such as Murphi [2], one can prove abso-
lute invariants. For example, one can prove that the 
power never exceeds a 50W power budget. However, 
with DPM, it may be tolerable that a 40W “soft power 
budget” is occasionally exceeded if that happens infre-
quently. Two recent research papers [15, 7] have used 
the PRISM probabilistic model checker [6] to analyze 
DPM schemes. They target unicore systems and use 
PRISM to find optimal power management policies for 
given task arrival distributions and constraints on 
expected wait queue size. In contrast, we are interested 
in analyzing the trade-off between verifiability and other 
metrics for multicore schemes. 

2.3  Verification-Aware Design
Lungu and Sorin [8] quantified the effort required to 

formally verify parts of microprocessors. Martin [9] and 
Marty et al. [10] discussed the verification effort 
required for different cache coherence protocols. Our 
work differs from this prior work by focusing on power 
management schemes.

3.  DPM Design Space Exploration
A wide variety of DPM solutions have been pro-

posed in response to different requirements. In this sec-
tion we describe the particular type of solution we 
analyze and its design parameters. 

3.1  High Level View of DPM Design Space
We target DPM schemes that can cap the peak 

power usage of a multicore chip by using dynamic volt-

age and frequency scaling (DVFS). Figure 2 depicts the 
system we consider. The overall goal of the global DPM 
controller is to maintain the power usage of the system 
below the budget target set by a user (which could be the 
OS) with a minimum performance penalty. We use the 
expression “power budget” in a manner similar to prior 
work [5, 18]. The budget is the desirable power con-
sumption level for the chip (shown in Figure 3). The 
budget differs from the Maximum Power for the chip, in 
that the budget is a somewhat soft limit. Exceeding the 
hard Maximum Power limit could lead to a thermal 
emergency and even burn the chip. However, exceeding 
the power budget occasionally, while still keeping the 
power below Maximum Power, can be tolerated. Budget 
overshoots cause the policy’s goal to be temporarily 
unmet, but they cause no thermal emergencies. Recently 
developed DPM schemes also allow temporary budget 
overshoots [5, 18].

To keep the chip under its budget, the global con-
troller periodically monitors the power usage of all cores 
and actuates their voltages and frequencies such that the 
total power consumption is maintained below the speci-
fied budget. We consider two actuation intervals: one for 
changing both voltage and frequency and one for chang-
ing only the frequency. 

Figure 3 illustrates the power consumption of the 
chip over time. The Max Power horizontal line repre-
sents the maximum power the chip can consume given 
the worst case activity factors of all cores. The Budget 
line represents the constraint imposed on the power use 
of the chip. The global controller uses this power budget 
value as the target for its feedback mechanism. In set-
ting the voltage and frequency levels, the global control-
ler makes the prediction that the cores will maintain 
their current activity factors for the next interval. When 
this is a misprediction, the actual power use can tempo-
rarily overshoot, as shown in Figure 3 at the times 
marked with stars. On the next actuation point the con-
troller tries again to bring the power use below budget. 

3.2  Design Goals and Parameters
Of the multiple design goals that such a DPM 

scheme can target, we investigate efficiency (reducing 
the performance hit induced by decreasing core fre-

Figure 2. DPM Scheme with Global Controller Figure 3. DPM Scheme Power Utilization
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quency through DVFS), safety (decreasing time and 
power spent over budget) and verifiability (decreasing 
required verification effort). 

To reach these goals, designers can make decisions 
on many parameters. We consider here only a subset of 
them to keep our analysis tractable. Specifically, we 
compare a heterogeneous policy, which allows the con-
troller to assign different voltage and frequencies across 
the cores, to a homogeneous policy, where the same 
voltage and frequency is set for all cores. For both poli-
cies, we analyze the design space along 3 parameters: 
number of voltage levels (VL) into which the voltage 
range is split, number of frequency levels (FL) that can 
be allocated for a given voltage level, and number of 
cores assigned to a single DPM controller. Figure 4
illustrates this cores per controller (CPC) design param-
eter. If we consider a 6-core chip, a DPM solution might 
use a single controller assigned to all chips (the outer 
boundary), or 2 controllers each monitoring 3 cores (the 
two horizontal groupings), or 3 controllers each super-
vising 2 cores (the three vertical groups).

3.3  Motivating Early Formal Analysis 
Designers certainly have some intuitive a priori

understanding of how choosing different design points 
in the above parameter space affects their goals. For 
example, one might expect that a heterogeneous solu-
tion with more CPC will outperform a solution with 
fewer CPC, because the peak power use of more cores 
should be decreased due to averaging effects. But what 
is the quantitative gain in performance when going from 
2 CPC to 3 CPC, for example? Is that performance gain 
worth the impact on verification effort? How does the 
safety of the solution change in response to CPC? Do 
the answers vary between homogeneous and heteroge-
neous policies? In addition to questions about CPC, 
designers want to answer similar questions about other 
parameters, such as VL and FL, and possible interac-
tions between parameters. Will a change in VL impact 
design goals differently depending on the value of CPC? 

These are the type of questions to which we seek 
answers via performing the proposed early stage formal 
analysis. These answers enable designers to make more 
informed decisions, and we show concrete examples of 
these benefits in Section 5.

4.  Methodology for Formal Analysis
We begin this section with our motivation for using 

probabilistic model checking to verify the analyzed 
DPM schemes and a brief overview on this method. 

Then we provide details on the particular methodology 
we use to conduct our experiments. 

4.1  Probabilistic Model Checking 
We use probabilistic model checking with PRISM 

[6] to explore the design space of our DPM schemes and 
analyze trade-offs between efficiency, safety, and verifi-
ability. 

Using a model checker allows us to quantify the 
verification effort for a system. We chose a model 
checking tool over a simulator because a model checker 
is a complete verification solution which traverses the 
entire reachable state space of a design in ascertaining 
correctness. In contrast, a simulator is incomplete 
because it touches only a limited subset of all reachable 
states. We obtain a better verifiability measure for a 
design when we can exercise its entire reachable state 
space and all state transitions. The choice of probabilis-
tic model checking over traditional, non-probabilistic 
model checking was motivated by characteristics of the 
problem we want to verify. For the verification of a 
DPM scheme we are not only interested whether a 
power overshoot can happen, but also how often this is 
expected to happen under typical conditions. These 
types of correctness characteristics depend on the 
changing activity factor of the workloads, which can be 
captured in a probabilistic framework. 

The inputs to the probabilistic model checker are: 
the state elements of the system, the probabilistic transi-
tion rules (a description of how the behavior can change 
from one state to the next), and the correctness proper-
ties (the requirements which, if met, assure the system’s 
correctness). In addition, it is possible to evaluate the 
expected values of certain quantities in the system, such 
as power and performance, by associating rewards with 
system states. Rewards are similar to tokens, in that the 
states that satisfy a certain condition are assigned 
tokens. It is not our goal to use model checking for a 
better estimate of power usage and performance impact; 
rather, we use the rewards to obtain high-level measures 
of power and performance and analyze their trade-off 
with verifiability. Based on the probabilistic state 
machine description, the model checking tool traverses 
the entire reachable state space of the design and verifies 
whether the correctness properties are met. When 
rewards are specified it also calculates their expected 
values over a certain bounded number of system transi-
tions. 

4.2  DPM Model Construction
For our DPM scheme, the state elements are: the 

current voltage, frequency, and activity factor of each 
core and an incrementing counter triggering when the 
global controller should actuate both voltages and fre-
quencies as opposed to only frequencies. 

Figure 4. Possible Assignments 
of Cores to Controllers
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The probabilistic transition rules specify how the 
activity factor changes for the cores and how the volt-
ages and frequencies change in response to controller 
actuations. We approximate each core’s activity factor 
using its instructions per cycle (IPC), because IPC is 
strongly correlated with the activity factor and it is easy 
to obtain. This correlation is not perfect, but obtaining 
the exact activity factor would require a low-level 
implementation that is unlikely to exist early in the 
design cycle. To make our analysis tractable with 
PRISM, we quantize the IPC values into four distinct 
ranges, and we choose the mean IPC of a range to repre-
sent the activity factor of a core in that range. 

We obtain the transition probabilities using Turan-
dot [13], a detailed, cycle-accurate simulation model. 
The microprocessor’s configuration is shown in Table 1. 
For benchmarks, we chose six SPEC 2000 benchmarks, 
shown in Table 2, that have very different behavior, both 
in terms of their average activity factor and in how much 
their activity factor changes over time. The appropriate 
SimPoint [19] intervals for these benchmarks were 
traced using Aria [14]. For each benchmark, the simula-
tor produces the average IPC for each time quantum of 
100µs (400,000 cycles at 4GHz). The sampling period 
of 100µs reflects the safe specification parameter of the 
power manager, in terms of the longest duration of 
allowable power spikes. Given that chip-level thermal 
time constants are in the range of milliseconds or tens of 
milliseconds [1], 100µs is a very safe, conservative set-
ting of this parameter. 

We wish to point out that we obtain the benchmark 
IPC values from a simulation of a single-core processor, 
rather than from a simulation of a multicore processor. 
The intuitive reason for this decision is that PRISM will 
inherently construct all possible combinations of IPCs 

and IPC transitions for all cores running the bench-
marks.3 Moreover, it is not obvious that we even could
simulate every possible combination, since it is 
extremely difficult to compel the simulated system into 
each combination of core states.

4.3  DPM Scheme Properties
We verify the behavior of the system against a set of 

correctness properties that must be true in every state. 
We also specify a set of reward structures that enable us 
to quantify performance, power use, and safety. 
Correctness properties. The correctness properties we 
consider for our DPM scheme are: 
•No deadlock state can ever be reached.
•The voltages and frequencies for all cores are 

always maintained within a pre-specified range. 
•There is no mismatch between the voltage and fre-

quency assigned to a core (e.g., we never match a 
very high frequency with a very low voltage).

Reward structures. We use rewards to keep track of 
power, performance, and the states in which the system 
is over budget. PRISM computes the expected rewards 
over a bounded interval, and we set the bound to 1000 
transitions in our experiments. 

4.4  Quantifying Performance, Power, Safety, 
and Verifiability

We now describe the models and metrics we use to 
quantify performance, power, safety, and verifiability 
for our early stage formal analysis. 
Performance. In our model, the performance of a core 
is a linear function of its frequency, f. That is, if we 
increase f by X%, then the performance is also improved 
by X%. This is an approximation, because the perfor-
mance benefit of a large increase in f is limited by the 
unchanged memory performance. Nevertheless, for a 
high-level model that is considering small adjustments 
in f, we think this assumption is reasonable.

Our model considers the latency required to transi-
tion between voltage levels, and it assumes that a core 
functions at its lowest frequency during a voltage transi-
tion (1µs per 10mV). The latency of transitioning 
between frequency levels is much shorter—on the order 
of one or two processor cycles [11]—because it can be 
done with on-chip digital PLL mechanisms. This 
latency is orders of magnitude shorter than a 100µs 
actuation interval, and thus we do not model it.

Table 1. Microprocessor Configuration

Feature Description

pipeline width 4 decode/issue/commit

ROB/LSQ sizes 150 entries / 32 entries

branch pred. 2 level, 3 16K-entry BHTs

functional units 4 FXU, 4 FPU, 1 BR

L1I cache 64KB, 2-way, 16B blocks, 1cycle

L1D cache 64KB, 2-way, 16B blocks, 1cycle

L2 cache 1MB, 8-way, 64B blocks, 9 cycles

memory 100 cycles

Table 2. Benchmarks

Low Ave IPC High Ave IPC

Stable IPC mcf eon, crafty

Variable IPC art, parser bzip2

3.  One caveat is that a simulation of a multicore chip might (a) 
exhibit transitions that are never exhibited by a single-core 
chip, or (b) never exhibit transitions that are exhibited by a sin-
gle-core chip. These scenarios, although unlikely, could result 
from contention for resources that occurs in multicore chips.
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Power. In our model, the power consumption of a core 
is a function of the core’s frequency (f), voltage (V), and 
activity factor (A). We model both active and leakage 
power, with active power consumption formulated using 
the usual ~f*A*V2 dependence equation. The leakage 
power is modeled approximately as a cubic function of 
V, as this has been found to capture the behavior quite 
well for the particular supply and threshold voltage 
ranges appropriate for current CMOS technologies 
(65nm or 45nm). The power model used is admittedly 
abstract, but deemed to be good enough for the DVFS-
driven power management policies considered in this 
paper (as in Isci et al. [5] or Sharkey et al. [18]). 
Safety. We consider two safety metrics: the percentage 
of time the system is expected to be over budget, and the 
percentage of power used over budget. 
Verifiability. We consider two metrics for quantifying 
verification effort. The first is the total number of reach-
able states of the design. The second is the number of 
possible transitions between states. 

Because we use a simulator to generate the state 
transition probabilities, our performance and safety 
results are a function of the benchmark suite, because 
they depend on rewards computation. The verifiability 
results are also a function of benchmark suite as the 
number of reachable states and transitions depends on 
the changing behavior of the applications. For bench-
marks with radically different behavior, these results 
might be different. We state this perhaps obvious char-
acteristic of our work—after all, benchmark dependence 
is common in microarchitectural studies—because it 
differs from traditional (non-probabilistic) model check-
ing. Note that the correctness properties mentioned in 
Section 4.3 are proved correct independent of the bench-
mark suite.

5.  Experimental Evaluation
We now detail the two specific DPM schemes we 

modeled for our analysis and their design parameters. 

Then we describe the performance, safety, and verifi-
ability trade-offs we find in this design space.

5.1  Scope of Analysis 
We analyze heterogeneous and homogeneous DPM 

schemes. For the heterogeneous schemes, the controller 
uses a priority based greedy algorithm for distributing 
the power budget. It allocates the largest voltage that fits 
in the power budget for the first core (while provisioning 
enough power to run the rest of the cores at lowest volt-
age) then allocates the largest possible voltage for the 
second core and so on. This heterogeneous policy is 
very similar to current state-of-the-art DVFS policies, 
such as the “Priority” scheme analyzed by Isci et al. [5]. 
For homogeneous schemes, the controller allocates the 
single greatest voltage level that keeps the chip below 
the power budget, assuming all cores maintain their cur-
rent activity factors. This homogeneous policy is very 
similar to the “Chip-Wide DVFS” scheme proposed by 
Isci et al. [5]. 

All of our DPM schemes use two actuation inter-
vals: a 500µs one to change both voltage and frequency 
of cores (the frequency is set to the highest value permit-
ted for the voltage level selected) and a 100µs one to 
change only the frequency. We vary the voltage range 
from 1.05V to 0.78V and we scale the frequencies lin-
early with the voltage from 4.2GHz to 3.15GHz. 

When analyzing the impact of increasing VL, we 
maintain the same voltage range and divide it into more 
levels (from 2 to 6 in our experiments). When varying 
FL, we divide the frequency range corresponding to a 
particular voltage level into more values (from 1 to 5). 
We also vary CPC from 1 to 3. Note that this is different 
from comparing a 1-core chip to a chip with 2 or 3 
cores; we consider a chip with the same number of 
cores, 6 for example, which has 6, 3 or 2 controllers.We 
do not model a 6-core system with a single controller 
(having CPC of 6) because the associated state explo-
sion makes the verification through model checking 

Figure 5. Impact of Number of 
Voltage Levels (VL)

a) b) c)

d) e)
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impractical and our results show little overall perfor-
mance improvement beyond 3 CPC.

In our analysis, the global controller uses the power 
model described in Section 4.4 to estimate the power 
use of the system (a function of activity factor, voltage 
and frequency). The global controller predicts that the 
cores will maintain their current activity factor during 
the next interval. 

We perform a range of experiments setting the 
power budget to 25, 40, 50, 70 and 100% of the maxi-
mum power the chip can consume (corresponding to a 4 
IPC activity factor across all cores). The results we 
present are averaged across the different budget levels 
and benchmarks.

5.2  Impact of Number of Voltage Levels
The first design parameter we explore is VL. We 

consider a heterogeneous scheme and fix FL to 2 for 
clarity (the results were similar for the other FL values). 
Figure 5(a) shows the impact of VL on performance 
with respect to a chip without DPM. Figure 5(b,c) show 
safety, and Figure 5(d,e) show verifiability. We notice a 
strong interaction between VL and CPC; on many of our 
metrics of interest, the impact of increasing VL varied 
across different levels of CPC. Hence we present data 
for CPC=1, 2 and 3 on the same graph. 

We notice several interesting phenomena. First, in 
terms of performance, the trend corroborates our intu-
ition that increasing VL benefits performance. However, 
we notice a saturation around VL=5 and performance 
remains almost flat afterwards. Prior work [17] pro-
posed using VL=10 in an  experimental setup that used 
4 cores, simulating various SPLASH benhmarks. Our 
results, albeit in a different setup, suggest that such a 
large value of VL offers little marginal benefit.

The impact of CPC on performance also matches 
our intuition in that we achieve better performance by 
increasing CPC. In fact the CPC=1 solution lags behind 
the CPC=2 and CPC=3 solutions at all voltage levels. 

However, the difference between the CPC=2 and 
CPC=3 solutions is minimal. They differ somewhat for 
low values of VL (2 or 3) but after that point there is 
very little difference in performance. The intuition is 
that the presence of 2 cores with activity factors that dif-
fer achieves a good enough average effect on the aggre-
gate peak power to make throttling unnecessary. In prior 
work [5], the authors foresaw the motivation and need 
for centralization of the multicore power management 
problem. In this work we have seen that centralization is 
indeed better than local per-core control, but clustering 
of cores per controller beyond two may not yield addi-
tional performance. This insight is an important addi-
tional input to future architectural design of multicore 
power management protocols. 

In terms of safety, the percentage power spent over 
budget is minimal, ranging from 0.1% to < 0.5% of the 
power usage of a solution without DVFS. The percent-
age of intervals spent over budget varies from ~0.5% to 
~9%. An increase in CPC allows the controller to make 
more aggressive decisions in matching the power budget 
resulting in more mispredictions. The same can be said 
about increasing VL. Whether the amount of time spent 
over budget is deemed tolerable or not depends on the 
particular constraints of the application. However, con-
sidering the tiny percentage of power spent over budget, 
we conclude that VL does not greatly impact safety. 

Given only the performance and safety analysis of 
the design space, one might conclude that the greatest 
difference can be noticed when going from CPC=1 to 
CPC=2 and that there is a minimal difference between 
CPC=2 and CPC=3. However, if we add verifiability to 
the picture, the conclusion changes dramatically. The 
verification effort, measured both in number of reach-
able states and transitions, increases dramatically with 
CPC. We see a strong interaction between CPC and VL 
in terms of verifiability effects. For both the CPC=1 and 
CPC=2 solutions, the verification effort does not 

Figure 6. Impact of Number of 
Frequency Levels per Voltage 
Level (FL)

a) b) c)

d) e)
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increase significantly with VL, unlike the case for the 
CPC=3 solution. 

In conclusion, the performance improvement gained 
from going from CPC=2 to CPC=3 is insignificant (par-
ticularly for larger VL) while the increase in verification 
effort is extremely large. Our data suggest that the better 
design solution consists of having multiple controllers 
each assigned to a small number of cores (2) which can 
be set to 4-5 voltage levels as opposed to a design with a 
large CPC at low VL. 

5.3  Impact of Number of Frequency Levels
The second design parameter we address is FL, the 

number of frequency levels that can be set for a given 
voltage level. Our hypothesis was that the 100µs actua-
tion of the controller can take advantage of the increased 
frequency granularity and better track the power budget 
between consecutive voltage actuations. 

Figure 6 shows our results when we consider a het-
erogeneous policy and fix VL=3 for performance with 
respect to a chip without DPM (a), safety (b, c) and ver-
ifiability (d, e). Our results indeed show a slight 
improvement in safety due to the increased flexibility in 
frequency levels. However, this improvement is minimal 
and accomplished with a performance penalty. The rea-
son is that the frequency decrease is a lot less efficient in 
decreasing the overall power usage than the voltage. The 
impact of FL on verification, however, is very large both 
in reachable states and transitions. We conclude that the 
frequency knob should be used only when the safety 
margins of being over budget are tight, because a signif-
icant cost in verifiability will be paid. Also, FL=2 seems 
to suffice for getting most of the safety benefit. Our con-
clusion is specific to the type of system we analyzed, 
where it is possible to set both voltage and frequency of 
individual cores at different levels. For this case, using 
many frequency levels for one voltage level does not 
seem to represent a good design alternative from a veri-
fiability, performance, and safety trade-off. For the class 
of systems that allocate the same voltage across all 
cores, the impact of frequency levels is likely to be more 
beneficial.

5.4  Impact of Using a Homogeneous Policy
We now explore the impact of choosing a homoge-

neous policy. We wish to discover whether homogeneity 
helps or hurts our pursuit of better design points. 
Figure 7 shows the results for a homogeneous policy 
when we vary VL. We notice a slight decrease in perfor-
mance for an increase in CPC. This result is due to the 
fact that the homogeneous policy is more restrictive and 
all cores assigned to the controller are throttled to a sin-
gle voltage level to match the budget. Second, the per-
formance impact of increasing VL is more significant 
compared to the heterogeneous case. The safety is 
improved for the homogeneous solution as the percent-
age of intervals spent over budget decreases signifi-
cantly. 

6.  Conclusions
Power management is important for multicore pro-

cessors, and DPM scheme designers would like to have 
confidence that their schemes are both safe and efficient. 
We have shown the insight that can be gained by using 
formal methods—in this case, probabilistic model 
checking—to analyze high-level descriptions of DPM 
schemes. We have used PRISM to determine the effort 
required to verify DPM schemes, and we have compared 
these schemes with respect to their efficiency. 

One conclusion we draw from this work is that glo-
bal schemes (i.e., CPC>1) offer significant benefits in 
performance due to the ability to balance power across 
more cores. However, we must be careful to avoid scal-
ing them to more cores than necessary. Linear increases 
in CPC cause exponential increases in the size of the 
reachable state space. Thus it is important to find the 
system configuration where both the verification is trac-
table and we obtain the majority of the benefits of a glo-
bal solution. Our data shows that much of the benefit is 
achieved at just CPC=2; increasing CPC further pro-
vides little additional performance gain. In terms of 
safety, we found no significant difference between per-
centage energy spent over budget as a function of CPC, 
but a larger value of CPC resulted in the system spend-
ing more time over budget. Thus we recommend designs 

a) b) c)

Figure 7. Impact of Homogeneous Policy 
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in which chips are divided into small clusters of cores, 
where each cluster uses a global control scheme.

A second conclusion is that the use of fine-grained 
frequency tuning is likely not worth its costs for systems 
where it is possible to set both voltage and frequency of 
individual cores at different levels. The results show that 
having a large FL has an extremely large impact on veri-
fication effort. It is not clear that its modest safety bene-
fits justify these verification costs.
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